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ABSTRACT
Overestimation in single-agent reinforcement learning has been

extensively studied. In contrast, overestimation in the multiagent

setting has received comparatively little attention although it in-

creases with the number of agents and leads to severe learning

instability. Previous works concentrate on reducing overestima-

tion in the estimation process of target Q-value. They ignore the

follow-up optimization process of online Q-network, thus mak-

ing it hard to fully address the complex multiagent overestimation

problem. To solve this challenge, in this study, we first establish an

iterative estimation-optimization analysis framework for multia-

gent value-mixing Q-learning. Our analysis reveals that multiagent

overestimation not only comes from the computation of target Q-

value but also accumulates in the online Q-network’s optimization.

Motivated by it, we propose the Dual Ensembled Multiagent Q-

Learning with Hypernet Regularizer algorithm to tackle multiagent

overestimation from two aspects. First, we extend the random en-

semble technique into the estimation of target individual and global

Q-values to derive a lower update target. Second, we propose a

novel hypernet regularizer on hypernetwork weights and biases

to constrain the optimization of online global Q-network to pre-

vent overestimation accumulation. Extensive experiments in MPE

and SMAC show that the proposed method successfully addresses

overestimation across various tasks
1
.
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1 INTRODUCTION
Overestimation is a critical challenge for reinforcement learning

that stems from the maximum operation when bootstrapping the

target Q-value [23]. This Q-value overestimation can be continu-

ally accumulated during learning, leading to sub-optimal policy

updates and behaviors, causing instability and crippling the quality

of learned policy [10]. In single-agent deep reinforcement learn-

ing (DRL), a lot of representative works have been proposed to

address the overestimation problem, including Double DQN [8],

Averaged-DQN [2], TD3 [4], Minmax Q-learning [10], and MeanQ

[11] etc. Although overestimation in single-agent DRL has been

widely studied, overestimation in multiagent reinforcement learn-

ing (MARL) has received comparatively little attention although it

increases with the number of agents and could cause severe learning

instability to harm agent policy [18].

To mitigate overestimation in MARL, a few preceding works

extend ensemble methods from single-agent DRL to reduce Q-value

overestimation by discarding large target values in the ensemble.

For example, Ackermann et al. [1] introduce the TD3 technique to

reduce the overestimation bias by using double centralized critics.

Recently, Wu et al. [27] use an ensemble of target multiagent Q-

values to derive a lower update target by discarding the larger

previously learned action values and averaging the retained ones.

Besides the above ensemble-based methods, another category of

works softens the maximum operator in the Bellman equation to

avoid updating with large target values. For example, Gan et al.

[5] extend the soft Mellowmax operator into the field of MARL to

alleviate the multiagent overestimation issue. At the same time,

Pan et al. [18] use the softmax Bellman operator on the joint action

space to avoid large target Q-values and speed up the softmax

computation by sampling actions around the maximal joint action.

However, the above works focus on reducing the overestimation of

MARL in the estimation process of the target Q-value. They ignore

the follow-up optimization process of the online Q-network where

overestimation can accumulate, thus making it hard to fully solve

the complex multiagent overestimation problem.

To address this challenge, in our work, we first establish an

iterative estimation-optimization framework to analyze the over-

estimation phenomenon in multiagent value-mixing Q-learning.

Through the analysis, we found that multiagent overestimation

not only comes from the overestimation of target Q-values [5], but

also accumulates in the online Q-network after optimization with
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the overestimated update target. Inspired by this finding, we pro-

pose the Dual Ensembled MultiAgent Q-learning with hypernet

Regularizer (DEMAR) algorithm to address multiagent overestima-

tion from two aspects. First, DEMAR extends a random ensemble

technique [3] into the estimation of target individual and global

Q-values to derive a lower update target. Second, to prevent the

accumulation of overestimation, we propose a novel hypernet regu-

larizer to regularize the weights and biases from hypernetworks to

constrain the optimization of online global Q-network. Extensive

experiments in the classical multiagent particle environment and a

noisy version of the StarCraft multiagent challenge environment

show that DEMAR successfully stabilizes learning on various mul-

tiagent tasks suffering from overestimation while outperforming

other baselines of the multiagent overestimation problem.

2 BACKGROUND
2.1 Overestimation in Q-learning
Q-learning [26] learns the optimal value of each state-action via

updating a tabular representation of the Q-value function by

𝑄 (𝑠, 𝑎) ← 𝑄 (𝑠, 𝑎) + 𝛼 (𝑟 + 𝛾 max

𝑎′
𝑄 (𝑠′, 𝑎′) −𝑄 (𝑠, 𝑎)) (1)

to minimize the temporal difference error between estimates and

bootstrapped targets with learning rate 𝛼 and discount factor 𝛾 .

DQN [17] learns a parametrized value function 𝑄𝜃 by minimizing

the squared error loss between 𝑄𝜃 and the target value estimation

as

𝐿(𝑠, 𝑎, 𝑟, 𝑠′;𝜃 ) = (𝑟 + 𝛾 max

𝑎′
𝑄

¯𝜃 (𝑠′, 𝑎′) −𝑄𝜃 (𝑠, 𝑎))2, (2)

where 𝑄
¯𝜃
is a lagging version of the current state-action value

function and is updated periodically from 𝑄𝜃 . When the target

value estimation is with noise, the max operator has been shown

to lead to an overestimation bias [23] due to Jensen’s inequality as

E[max

𝑎′
𝑄 (𝑠′, 𝑎′)] ≥ max

𝑎′
E[𝑄 (𝑠′, 𝑎′)] . (3)

Since the update is applied repeatedly through bootstrapping, it

iteratively increases the bias of estimated Q-values and introduces

instability into learning.

2.2 Randomized Ensembled Double Q-Learning
Using an ensemble of Q-networks to reduce overestimation is

widely studied in the field of single-agent DRL [2, 3, 11]. To reduce

overestimation of the target Q-value, Double DQN [8] decomposes

the max operation in the target into action selection and action

evaluation, and TD3 [4] extends this idea into actor-critic methods.

Meanwhile, Averaged-DQN [2] and MeanQ [11] both employ an

ensemble of multiple Q-networks to reduce overestimation with a

lower estimation variance.

Recently, Randomized Ensembled Double Q-Learning (REDQ)

[3] adopts an in-target minimization across a subset H of 𝑁H Q-

functions, which is randomly sampled from an ensemble of 𝐻 Q-

functions, to derive a lower update target. Based on SAC [7], the Q

target of REDQ is computed as

𝑦 = 𝑟 + 𝛾 (min

ℎ∈H
𝑄ℎ (𝑠′, 𝑎′) − 𝛼𝑠𝑎𝑐 log𝜋 (𝑠′, 𝑎′)), 𝑎′ ∼ 𝜋 (·|𝑠′), (4)

where ℎ is the index of Q-function and 𝛼𝑠𝑎𝑐 is the coefficient of the

entropy term in SAC. As indicated by Theorem 1 of REDQ [3], by

adjusting 𝐻 and 𝑁H, the overestimation can be flexibly controlled.

For example, by increasing the subset size 𝑁H with some fixed

ensemble size 𝐻 , the estimation bias of the Q-value can be adjusted

from above zero (overestimation) to under zero (underestimation).

2.3 Multiagent Value-Mixing Q-learning
We use Markov games, the multiagent extension of Markov Deci-

sion Processes [12], as our setting. Markov games are described by

a state transition function, 𝑇 : 𝑆 × 𝐴1 × ... × 𝐴𝑁 → 𝑃 (𝑆), which
defines the probability distribution over all possible next states,

𝑃 (𝑆), given the current global state 𝑆 and the action 𝐴𝑖 produced

by the 𝑖-th agent. The reward is usually given based on the global

state and actions of all agents 𝑅𝑖 : 𝑆 × 𝐴1 × ... × 𝐴𝑁 → R. If all
agents receive the same rewards, i.e. 𝑅1 = ... = 𝑅𝑁 , Markov games

are fully-cooperative [16]: a best-interest action of one agent is

also a best-interest action of other agents. Markov games can be

partially observable and each agent 𝑖 receives a local observation

𝑜𝑖 : O(𝑆, 𝑖) → 𝑂𝑖 . Thus, each agent learns a policy 𝜋𝑖 : 𝑂𝑖 → 𝑃 (𝐴𝑖 ),
which maps each agent’s observation to a probability distribution

over its action set, to maximize its expected discounted returns,

𝐽𝑖 (𝜋𝑖 ) = E𝑎1∼𝜋1,...,𝑎𝑁 ∼𝜋𝑁 ,𝑠∼𝑇 [
∑∞
𝑡=0

𝛾𝑡𝑟𝑖 (𝑠𝑡 , 𝑎1,𝑡 , ..., 𝑎𝑁,𝑡 )], where 𝛾
is the discounted factor and is in the range of [0, 1).

To solve Markov games, multiagent value-mixing Q-learning

algorithms [19, 29] represent the global Q-value as an aggrega-

tion of individual Q-values with different forms. As the most rep-

resentative method, QMIX [19] learns a monotonic mixing net-

work to transform individual Q-values into the global Q-value as

𝑄𝑡𝑜𝑡 = 𝑓𝑚𝑖𝑥 (𝑠,𝑄1 (𝑠, 𝑎1), ..., 𝑄𝑁 (𝑠, 𝑎𝑁 )). To ensure the monotonic-

ity between global and individual Q-values that
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

≥ 0, QMIX

utilizes the hypernetworks [6] to produce non-negative weights

and biases for mixing 𝑄𝑖s. A hypernetwork 𝐻𝑃𝑁 is a network

such as a multilayer perception. It takes the global state 𝑠 as the

input to output non-negative weights and biases for the mixing

network 𝑓𝑚𝑖𝑥 . For example, we can build 𝑄𝑡𝑜𝑡 with a linear form

as 𝑓𝑚𝑖𝑥 =
∑𝑁
𝑖=1

𝑤𝑖𝑄𝑖 + 𝑏 where the weights 𝑤𝑖 ≥ 0 and bias 𝑏 are

produced from the hypernetworks w = 𝐻𝑃𝑁1 (𝑠) and 𝑏 = 𝐻𝑃𝑁2 (𝑠)
[29]. The specific form of 𝑓𝑚𝑖𝑥 in QMIX is described in Appendix B.

Recently, many works [14, 15, 24] aim to address the monotonicity

limitation of value-mixing MARL. The representation limitation

from monotonicity causes inaccurate multiagent utilities (higher

utilities on some joint-action pairs as overestimation and lower

utilities on other pairs as underestimation) to lead to sub-optimal

policies. Differently, the multiagent overestimation causes all joint-

action multiagent Q-values larger than the ground truth to cripple

policy quality. In this paper, we focus on the multiagent overesti-

mation problem which receives much less attention nowadays.

2.4 Overestimation in Multiagent Q-learning
In the single-agent setting, if estimated action values contain inde-

pendent noise uniformly distributed in [−𝜖, 𝜖] (𝜖 > 0), the expected

overestimation of target values becomes

E[𝑍𝑠 ] = E[𝑟+𝛾 max

𝑎′
𝑄 (𝑠′, 𝑎′)−(𝑟+𝛾 max

𝑎′
𝑄∗ (𝑠′, 𝑎′))] ∈ [0, 𝛾𝜖𝑚 − 1

𝑚 + 1

],
(5)

where𝑄∗ is the target optimal Q-value and𝑚 is the action space size

[23]. Overestimation in MARL is more sophisticated as it increases
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with the number of agents [18]. Furthermore, Gan et al. [5] prove

that the overestimation in multiagent value-mixing algorithms is

raised from the maximization of individual Q-values with noise

over its action space, which is shown below.

Lemma 2.1 (Gan et al. [5]). Let 𝑄𝑡𝑜𝑡 be a function of 𝑠 and 𝑄𝑖 for
𝑖 = 1, 2, ..., 𝑁 where𝑄𝑖 is a function of 𝑠 and 𝑎𝑖 for 𝑎𝑖 ∈ 𝐴𝑖 . Assuming
𝑙 ≤ 𝜕𝑄𝑡𝑜𝑡

𝜕𝑄𝑖
≤ 𝐿, 𝑖 = 1, 2, ..., 𝑁 where 𝑙 ≥ 0, 𝐿 > 0, and 𝑄𝑖 (𝑠, 𝑎𝑖 ) is

with an independent noise uniformly distributed in [−𝜖, 𝜖] on each
𝑎𝑖 given state 𝑠 . Then

𝑙𝑁E[𝑍𝑠𝑖 ] ≤ E[𝑟 + 𝛾 max

a′
𝑄𝑡𝑜𝑡 (𝑠′,Q(𝑠′, a′𝑖 ))−

(𝑟 + 𝛾 max

a′
𝑄𝑡𝑜𝑡 (𝑠′,Q∗ (𝑠′, a′𝑖 )))] ≤ 𝐿𝑁E[𝑍𝑠𝑖 ],

(6)

whereQ(𝑠′, a′
𝑖
) = (𝑄1 (𝑠′, 𝑎′

1
), ..., 𝑄𝑁 (𝑠′, 𝑎′𝑁 )) are individual Q-values,

Q∗ (𝑠′, a′
𝑖
) = (𝑄∗

1
(𝑠′, 𝑎′

1
), ..., 𝑄∗

𝑁
(𝑠′, 𝑎′

𝑁
)) are the target optimal indi-

vidual Q-values, andE[𝑍𝑠
𝑖
] = E[max𝑎′

𝑖
𝑄𝑖 (𝑠′, 𝑎′𝑖 )−max𝑎′

𝑖
𝑄∗
𝑖
(𝑠′, 𝑎′

𝑖
)] ≥

0. The proof is in Appendix A for completeness.

Eq. (6) shows that, when computing target global Q-values, over-

estimation is raised by maximizing 𝑄𝑖 over its action space. How-

ever, previous works ignore the fact that the overestimation could

also be accumulated when optimizing the Q-network, thus not fully

tackling multiagent overestimation. Next, we show how multiagent

overestimation is raised and accumulated during learning.

3 DEMAR FOR MULTIAGENT
OVERESTIMATION

In this section, first, we conduct an in-depth analysis of the overesti-

mation inmultiagent value-mixingQ-learning during the estimation-

optimization iterations. Next, motivated by the findings of the anal-

ysis, we propose the Dual Ensembled Multiagent Q-Learning with

Hypernet Regularizer algorithm as shown in Figure 1.

• • •

Agent 1Agent 1

Mixing NetworkMixing NetworkMixing Network

𝑄𝑡𝑜𝑡

𝑄1 𝑄𝑁

Agent 1 • • •

(𝑜𝑡
1, 𝑢𝑡−1

1 ) (𝑜𝑡
𝑁, 𝑢𝑡−1

𝑁 )

𝑠𝑡

Agent 1Agent 1Agent 𝑁

• • •

𝑚𝑖𝑛

𝑄1
𝜃1,1

𝑄1
𝜃1,2

𝑄1
𝜃1,𝐾

• • •

randomly sample 𝑁𝕂

Agent 1Agent 1𝑄1
𝜃1,𝑘

𝐾 networks

randomly sample 𝑁ℍ

𝐻 networks

𝑄𝑡𝑜𝑡
𝜙1

𝑄𝑡𝑜𝑡
𝜙2

𝑄𝑡𝑜𝑡
𝜙𝐻

𝑄𝑡𝑜𝑡
𝜙ℎ

𝑚𝑖𝑛

dual ensemble

𝑊1

𝑄1, … , 𝑄𝑁

𝑠𝑡

| ∙ |

+
𝐵1

𝑊2

| ∙ |

+
𝑏2

𝑄𝑡𝑜𝑡

𝐿𝑟𝑒𝑔 =෍|𝑾| +෍|𝑩|

hypernet regularizer

Figure 1: The framework of DEMAR. The left part involves
the dual ensembled multiagent Q-learning while the right
part shows the hypernet regularizer on the global Q-network.

3.1 Analysis of Multiagent Overestimation
Multiagent value-mixingQ-learning learns in estimation-optimization

iterations. At each iteration, the target global Q-value is estimated

first. Then the online global Q-network is optimized based on the

estimated target global Q-value. Followingmultiagent value-mixing

Q-learning [19, 22, 29] which approximates the global Q-value𝑄𝑡𝑜𝑡
by mixing individual Q-values 𝑄𝑖 , we expand 𝑄𝑡𝑜𝑡 as

𝑄𝑡𝑜𝑡 = 𝑄𝑡𝑜𝑡 (𝑠,𝑄1, ..., 𝑄𝑁 ) = 𝑓𝑚𝑖𝑥 (𝑠,𝑄1 (𝑠, 𝑎1), ..., 𝑄𝑁 (𝑠, 𝑎𝑁 )), (7)

where 𝑓𝑚𝑖𝑥 is monotonic mixing network by enforcing
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

≥ 0.

First, we analyze the estimation process of the target global Q-

value. Lemma 2.1 indicates that the overestimation of the target

𝑄𝑡𝑜𝑡 results from overestimated target 𝑄𝑖s by monotonicity in

multiagent value-mixing Q-learning. And the overestimation of the

target 𝑄𝑖 results from independent noise on each action-value of

𝑄𝑖 by maximizing 𝑄𝑖 over its action space. After an overestimated

target𝑄𝑡𝑜𝑡 is obtained, the online global Q-network is trained to fit

this overestimated update target. Therefore, the overestimation of

the target 𝑄𝑡𝑜𝑡 and 𝑄𝑖 contribute to the multiagent overestimation.

Second, we analyze the optimization process of the online global

Q-network. The update target of online global Q-network is com-

puted as 𝑦𝑡𝑜𝑡 = 𝑟 +𝛾 max𝑄𝑡𝑜𝑡 (𝑠′, a′) with the overestimated target

𝑄𝑡𝑜𝑡 (𝑠′, a′). We found that, after the online global Q-network’s

optimization with 𝑦𝑡𝑜𝑡 ,
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

impacts the overestimation of the

global Q-network with a quadratic term as below.

Theorem 3.1. Assume that the current 𝑄𝑡𝑜𝑡 network approximates
the optimal 𝑄∗𝑡𝑜𝑡 (·) as 𝑄𝑡𝑜𝑡 (·) = 𝑄∗𝑡𝑜𝑡 (·) and the current 𝑄𝑖 network
approximates the optimal 𝑄∗

𝑖
(·) as 𝑄𝑖 (·) = 𝑄∗𝑖 (·). By Lemma 2.1, if

𝑙 ≤ 𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

≤ 𝐿 for 𝑖 = 1, 2, ..., 𝑁 where 𝑙 ≥ 0, 𝐿 > 0 and the estimated
individual Q-value is with an independent noise uniformly distributed
in [−𝜖, 𝜖] on each action, then the estimated update target𝑦𝑡𝑜𝑡 will be
biased from the optimal target value 𝑦∗𝑡𝑜𝑡 as 𝑦𝑡𝑜𝑡 = 𝑦

∗
𝑡𝑜𝑡 + Δ𝑦 where

the estimation bias Δ𝑦 > 0. If we continue to train the current 𝑄𝑖
network by the loss 𝐿𝑚𝑖𝑥 = ∥𝑦𝑡𝑜𝑡 −𝑄𝑡𝑜𝑡 ∥2, the updated network �̂�𝑖
will be biased from optimal 𝑄∗

𝑖
as

�̂�𝑖 = 𝑄
∗
𝑖 + Δ𝑄𝑖 , (8)

where Δ𝑄𝑖 ≥ 2𝛼𝑙Δ𝑦 for some learning rate 𝛼 > 0. After the feedfor-
ward even without considering the updated 𝑄𝑡𝑜𝑡 network, the bias of
the new 𝑄𝑡𝑜𝑡 value �̂�𝑡𝑜𝑡 from the optimal value 𝑄∗𝑡𝑜𝑡 becomes

�̂�𝑡𝑜𝑡 = 𝑄
∗
𝑡𝑜𝑡 + 2𝛼Δ𝑦

𝑁∑︁
𝑖=1

( 𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖
)2 . (9)

Proof. From Lemma 2.1, we have an overestimated target value

𝑦𝑡𝑜𝑡 = 𝑦
∗
𝑡𝑜𝑡 +Δ𝑦 where Δ𝑦 > 0. As we assume that the learned𝑄𝑡𝑜𝑡

network approximates the optimal function, we have𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ) =
𝑦∗𝑡𝑜𝑡 . We apply the gradient method to minimize 𝐿𝑚𝑖𝑥 , the indepen-

dent 𝑄𝑖 is updated as follows,

�̂�𝑖 = 𝑄
∗
𝑖 − 𝛼

𝜕𝐿𝑚𝑖𝑥

𝜕𝑄𝑖

= 𝑄∗𝑖 − 𝛼
𝜕(𝑦𝑡𝑜𝑡 −𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ))2

𝜕𝑄𝑖

= 𝑄∗𝑖 − 𝛼
𝜕(𝑦∗𝑡𝑜𝑡 + Δ𝑦 −𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ))2

𝜕𝑄𝑖

= 𝑄∗𝑖 + 2𝛼 (𝑦∗𝑡𝑜𝑡 + Δ𝑦 −𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ))
𝜕𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 )

𝜕𝑄𝑖

= 𝑄∗𝑖 + 2𝛼Δ𝑦
𝜕𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 )

𝜕𝑄𝑖
.

(10)

Compared with updating with the ground-truth target global Q-

value 𝑦∗𝑡𝑜𝑡 , 𝑄𝑖 is biased with Δ𝑄𝑖 = 2𝛼Δ𝑦
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

≥ 2𝛼𝑙Δ𝑦. Such

a bias Δ𝑄𝑖 will be propagated through the global Q-network’s
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feedforward process to increase the overestimation of the new

global Q-value �̂�𝑡𝑜𝑡 as

�̂�𝑡𝑜𝑡 = 𝑄𝑡𝑜𝑡 (𝑠, �̂�1, . . . , �̂�𝑁 ) = 𝑄𝑡𝑜𝑡 (𝑠,𝑄1 + Δ𝑄1, . . . , 𝑄𝑁 + Δ𝑄𝑁 )

≈ 𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ) +
𝑁∑︁
𝑖=1

𝜕𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 )
𝜕𝑄𝑖

Δ𝑄𝑖

= 𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 ) + 2𝛼Δ𝑦
𝑁∑︁
𝑖=1

( 𝜕𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 )
𝜕𝑄𝑖

)2

= 𝑄∗𝑡𝑜𝑡 + 2𝛼Δ𝑦
𝑁∑︁
𝑖=1

( 𝜕𝑄𝑡𝑜𝑡 (𝑠,𝑄1, . . . , 𝑄𝑁 )
𝜕𝑄𝑖

)2

≥ 𝑄∗𝑡𝑜𝑡 + 2𝛼𝑁𝑙2Δ𝑦,
(11)

where the second approximation comes from the first-order Taylor

expansion of the multivariate function. Thus, 𝑄𝑖 ’s overestimation

causes more severe overestimation for 𝑄𝑡𝑜𝑡 even if we only update

the online 𝑄𝑖 network in one optimization step. Furthermore, in re-

peated estimation-optimization iterations, such a bias accumulates

to increase the multiagent Q-value overestimation. □

As Eq. (9) shows, when forwarding the updated biased �̂�𝑖 to

compute a new global Q-value �̂�𝑡𝑜𝑡 ,
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

impacts the global Q-

value’s overestimation with a quadratic term. Besides, Pan et al.

[18] empirically show that
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

in QMIX continually increases

with overestimation. Therefore, we also need to regularize
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

in 𝑄𝑡𝑜𝑡 ’s optimization. In conclusion, the overall overestimation

analysis motivates us to control the overestimated 𝑄𝑡𝑜𝑡 and 𝑄𝑖 in

the target Q-value estimation, as well as to regularize
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

in the

online 𝑄𝑡𝑜𝑡 network’s optimization.

3.2 Dual Ensembled Multiagent Q-Learning
Motivated by the above analysis, first, we are going to control the

overestimated 𝑄𝑡𝑜𝑡 and 𝑄𝑖 in the estimation process of target 𝑄𝑡𝑜𝑡 .

Similar to works in single-agent DRL, here we introduce the idea

of the ensemble into the estimation process of target Q-values to

derive a lower update target. We extend REDQ [3], a state-of-the-art

ensemble method with theoretical guarantee and impressive per-

formance from single-agent DRL, into the multiagent value-mixing

Q-learning algorithms. As shown in Section 2.2, REDQ uses an in-

target minimization across a random subset of Q-functions from the

ensemble of Q-networks to reduce overestimation. However, REDQ

is specially built on the single-agent SAC [7] algorithm. It cannot be

directly applied to the multiagent value-mixing Q-learning which

involves the process of mixing individual 𝑄𝑖s into 𝑄𝑡𝑜𝑡 . In this

study, we carefully design a dual ensembled algorithm based on

the random ensemble technique from REDQ to control both the

overestimated target 𝑄𝑖 and 𝑄𝑡𝑜𝑡 during the mixing process. Next,

we explain the details.

The global target value of multiagent value-mixing Q-learning

[19] is computed as

𝑦𝑡𝑜𝑡 = 𝑟 + 𝛾 max

a′
𝑄

¯𝜙
𝑡𝑜𝑡 (𝑠

′,Q(𝑠′, a′𝑖 ))

= 𝑟 + 𝛾𝑄
¯𝜙
𝑡𝑜𝑡 (𝑠

′,max

a′
Q(𝑠′, a′𝑖 ))

= 𝑟 + 𝛾𝑄
¯𝜙
𝑡𝑜𝑡 (𝑠

′,max

𝑎′
1

𝑄
¯𝜃1

1
(𝑜′

1
, 𝑎′

1
), ...,max

𝑎′
𝑁

𝑄
¯𝜃𝑁
𝑁
(𝑜′𝑁 , 𝑎

′
𝑁 )),

(12)

where
¯𝜙 and

¯𝜃 are the parameters of the target global Q-network

and target individual Q-networks respectively. As analyzed in Sec-

tion 3.1, the overestimation in target𝑄𝑖 results in the overestimation

of target𝑄𝑡𝑜𝑡 . Therefore, we first apply the minimization operation

in the random ensemble of target𝑄𝑖 networks to reduce target𝑄𝑖 ’s

overestimation. Thus, the target 𝑄𝑖 of agent 𝑖 is computed as

𝑄
¯𝜽 𝑖
𝑖

= min

𝑘∈K
𝑄

¯𝜃𝑖,𝑘
𝑖

, (13)

whereK is a subset with size𝑁K randomly sampled from {1, 2, ..., 𝐾}
and

¯𝜃𝑖,𝑘 are the parameters of the agent 𝑖’s 𝑘th target individual

Q-network. After getting the target 𝑄𝑖 , we are able to compute the

target 𝑄𝑡𝑜𝑡 . Similarly, we use the minimization operation again

in the random ensemble of target 𝑄𝑡𝑜𝑡 networks to reduce the

overestimation of target global Q-value as

𝑄
¯𝜙
𝑡𝑜𝑡 = min

ℎ∈H
𝑄

¯𝜙ℎ
𝑡𝑜𝑡 , (14)

whereH is a subset with size𝑁H randomly sampled from {1, 2, ..., 𝐻 }
and

¯𝜙ℎ are the parameters of the ℎth target global Q-network. With

the proposed dual ensembled Q-learning technique, we derive a

lower update target for the online global Q-network. In addition, as

indicated by Theorem 1 of REDQ [3], we are able to flexibly control

the overestimation of the target 𝑄𝑡𝑜𝑡 and 𝑄𝑖 by changing their

Q-network ensemble sizes and the random subset sizes respectively.

Next, we are going to prevent the overestimation accumulation in

the optimization process of the global Q-network.

3.3 Hypernet Regularizer
The analysis in Section 3.1 indicates that, in the optimization step

of the online 𝑄𝑡𝑜𝑡 network,
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

impacts the multiagent overes-

timation with a quadratic term. To tackle this issue, we propose

a novel hypernet regularizer to constrain this term in the online

global Q-network’s optimization. Specifically, we use the L1 sparse

regularization on hypernetwork weights and biases to constrain

𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

as

𝐿𝑟𝑒𝑔 =
∑︁
|W𝑓 | +

∑︁
|B𝑓 |, (15)

where W𝑓 and B𝑓 are hypernetwork weights and biases in 𝑓𝑚𝑖𝑥
produced from separate hypernetworks. The proof of using the

hypernet regularizer to constrain
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

is given in Appendix B.

The final loss function for DEMAR becomes

𝐿(𝜙ℎ, 𝜽 ) = 𝐿ℎ𝑚𝑖𝑥 + 𝛼𝑟𝑒𝑔𝐿
ℎ
𝑟𝑒𝑔, (16)

where 𝛼𝑟𝑒𝑔 is the coefficient of hypernet regularization. ℎ is the

index of 𝑄𝑡𝑜𝑡 network, 𝜙ℎ are the network parameters of ℎth 𝑄𝑡𝑜𝑡
network, and 𝜽 are the network parameters of all 𝑄𝑖 networks.

DEMAR is completely described in Algorithm 1. Line 1 initializes
the empty replay buffer, the online and target individual Q-value
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Algorithm 1 Dual Ensembled Multiagent Q-Learning with Hypernet Regularizer (DEMAR)

1: Initialize individual Q-value network parameters 𝜃1,1, ..., 𝜃1,𝐾 , ..., 𝜃𝑁,1, ..., 𝜃𝑁,𝐾 , global Q-value network parameters 𝜙1, 𝜙2, ..., 𝜙𝐻 and empty replay buffer

𝐷 . Set target network parameters
¯𝜃𝑖,𝑘 ← 𝜃𝑖,𝑘 for 𝑖 = 1, 2, ..., 𝑁 , 𝑘 = 1, 2, ..., 𝐾 and

¯𝜙ℎ ← 𝜙ℎ for ℎ = 1, 2, ..., 𝐻 .

2: for Episode 1, 2, 3... do
3: Each agent 𝑖 takes action 𝑎𝑖,𝑡 ∼ 𝜋𝜃𝑖 ( · |𝑜𝑖,𝑡 ) . Step into state 𝑠𝑡+1. Receive reward 𝑟𝑡 and observe 𝑜𝑖,𝑡+1.
4: Add data to buffer: 𝐷 ← 𝐷 ∪ { (𝑠𝑡 , o𝑡 , a𝑡 , 𝑟𝑡 , 𝑠𝑡+1, o𝑡+1 ) }.
5: Sample a mini-batch 𝐵 = { (𝑠, o, a𝑡 , 𝑟 , 𝑠′, o′ ) } from 𝐷 .

6: Sample a set K of 𝑁K distinct indices from {1, 2, ..., 𝐾 }.
7: Sample a set H of 𝑁H distinct indices from {1, 2, ..., 𝐻 }.
8: Compute the Q target 𝑦𝑡𝑜𝑡 which is the same for all 𝐻 critics (denote

¯𝜃𝑖,1, ..., ¯𝜃𝑖,𝐾 as
¯𝜽 𝑖 ):

𝑦𝑡𝑜𝑡 = 𝑟 + 𝛾 (min

ℎ∈H
𝑄

¯𝜙ℎ
𝑡𝑜𝑡 (𝑠

′,𝑄
¯𝜽 1

1
(𝑜′

1
, 𝑎′

1
), ...,𝑄

¯𝜽𝑁
𝑁
(𝑜′𝑁 , 𝑎

′
𝑁 ) ),where𝑄

¯𝜽𝑖
𝑖
(𝑜′𝑖 , 𝑎′𝑖 ) = max

𝑎′
𝑖

min

𝑘∈K
𝑄

¯𝜃𝑖,𝑘
𝑖
(𝑜′𝑖 , 𝑎′𝑖 ) .

9: for ℎ = 1, ..., 𝐻 do
10: Update 𝜙ℎ, 𝜃1,1, ..., 𝜃𝑁,𝐾 (denote 𝜃1,1, ..., 𝜃𝑁,𝐾 as 𝜽 ) with gradient descent:

∇𝜙ℎ ,𝜽𝐿 (𝜙ℎ, 𝜽 ),where

𝐿 (𝜙ℎ, 𝜽 ) =
1

|𝐵 |
∑︁

(𝑠,o,a,𝑟 ,𝑠′,o′ ) ∈𝐵
( [𝑄𝜙ℎ𝑡𝑜𝑡 (𝑠,𝑄

𝜽 1

1
(𝑜1, 𝑎1 ), ...,𝑄𝜽𝑁

𝑁
(𝑜𝑁 , 𝑎𝑁 ) ) − 𝑦𝑡𝑜𝑡 ]2 + 𝛼𝑟𝑒𝑔𝐿ℎ𝑟𝑒𝑔 (𝑠 ) ), and𝑄

𝜽𝑖
𝑖
(𝑜𝑖 , 𝑎𝑖 ) =𝑚𝑒𝑎𝑛𝐾𝑘=1

𝑄
𝜃𝑖,𝑘
𝑖
(𝑜𝑖 , 𝑎𝑖 ) .

11: end for
12: Update target networks

¯𝜙1 ← 𝜙1, ...,
¯𝜙𝐻 ← 𝜙𝐻 and

¯𝜃1,1 ← 𝜃1,1, ...,
¯𝜃𝑁,𝐾 ← 𝜃𝑁,𝐾 every𝐶 times.

13: end for
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Figure 2: Results on different MPE scenarios. Figure 2(a)-2(c) show the learning performance of each method on MPE tasks.
Figure 2(d)-2(f) show the estimated global Q-value of each method in the log scale on MPE tasks.

networks for each agent, as well as the online and target global

Q-value networks. Line 3-4 interact with the environment based

on agent policies and store the transition into the replay buffer.

Line 5 samples a mini-batch of transitions from the replay buffer.

Line 6-7 sample the indices for selecting instances from the 𝑄𝑖
network ensemble and𝑄𝑡𝑜𝑡 network ensemble respectively. Line 8
computes the target 𝑄𝑡𝑜𝑡 value with in-target minimization across

the selected network subsets. Specifically, for the computation of

max𝑎′
𝑖

min𝑘∈K𝑄
¯𝜃𝑖,𝑘
𝑖
(𝑜′
𝑖
, 𝑎′
𝑖
), the min𝑘∈K𝑄

¯𝜃𝑖,𝑘
𝑖

is first computed for

each action in agent 𝑖’ action space by finding the minimal value in

the ensemble subset, then the max𝑎′
𝑖
operation is executed. Line

9-11 update all online𝑄𝑖 and𝑄𝑡𝑜𝑡 networks by the loss 𝐿. Note that
the online 𝑄𝑖 is calculated by averaging the ensemble of 𝑄𝑖 values

with given actions instead of randomly picking up one value from

the 𝑄𝑖 ensemble, which enjoys the benefit of reducing value vari-

ance. Line 12 updates all target 𝑄𝑖 and 𝑄𝑡𝑜𝑡 networks by copying

network parameters from their online versions periodically. With

the dual ensembled Q-learning and hypernet regularizer, DEMAR

is able to control the multiagent overestimation. Additionally, by
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(h) 𝑄𝑡𝑜𝑡 on 10m_vs_11m

Figure 3: Results on different noisy SMAC scenarios. Figure 3(a)-3(d) show the learning performance of each method on SMAC
tasks. Figure 3(e)-3(h) show the estimated global Q-value of each method in the log scale on SMAC tasks.

setting 𝐻 = 𝑁H = 𝐾 = 𝑁K = 1 and 𝛼𝑟𝑒𝑔 = 0, DEMAR degenerates

to vanilla QMIX.

4 EXPERIMENTS
In this section, we first conduct experiments in the multiagent par-

ticle environment (MPE) [13] and a noisy version of the StarCraft

multiagent challenge (SMAC) [20] that both suffer from overesti-

mation. Then we perform ablation studies to validate the proposed

dual ensembled Q-learning and hypernet regularizer of DEMAR

separately. Next, we experimentally examine the overestimation

terms as analyzed in Section 3.1 and compare the estimated Q-value

of DEMAE with its true Q-value. Finally, we extend DEMAR to

other advanced MARL approaches to test the generality of DEMAR.

4.1 Experiments in MPE
We first evaluate DEMAR in MPE including the simple_tag, sim-
ple_world, and simple_adversary scenarios. Simple_tag is a predator-
prey task where 3 slower predators coordinate to capture a faster

prey. Simple_world involves 4 slower agents to catch 2 faster adver-

saries that desire to eat food. Simple_adversary involves 2 cooperat-

ing agents and 1 adversary where agents need to reach a specified

target landmark of two landmarks while the adversary is unaware

of the target. We compare DEMAR with several baselines including

QMIX [19], S-QMIX [18], SM2-QMIX [5], TD3-QMIX [1] and WCU-

QMIX [21]. All methods are implemented in the pymarl framework

[20] and use one-step return. The details of each baseline are pro-

vided in Appendix C. We follow the training and evaluation settings

of Pan et al. [18]. For the hyperparameter tuning, we conduct a grid

search for each baseline. To reduce the load of the hyperparameter

tuning for DEMAR, we adopt a heuristic sequential searching to

tune the hyperparameters of DEMAR, which is provided in Appen-

dix E with the hyperparameter settings in MPE. For each method,

we run 5 independent trials with different random seeds and the

resulting plots include the mean performance as well as the shaded

95% confidence interval in Figure 2(a)-2(c). Besides, we plot the

estimated 𝑄𝑡𝑜𝑡 in the log scale to show the overestimation status

of each method in Figure 2(d)-2(f).

As shown in Figure 2, DEMAR prevents overestimation and

stabilizes the learning on all threeMPE tasks. QMIX fails on all tasks

as it gets themost severe overestimation as shown in Figure 2(d)-2(f).

Meanwhile, although WCU-QMIX, S-QMIX, and SM2-QMIX tackle

the simple_tag task, they fail on the two other tasks. While TD3-

QMIX controls the overestimation in simple_tag and simple_world,
it cannot tackle simple_adversary where the overestimation on this

task is the most severe. Overall, DEMAR is the only method that

successfully stabilizes the learning on all tasks in MPE.

4.2 Experiments in Noisy SMAC
Next, we conduct the experiments on a noisy version of the com-

monly used MARL benchmark SMAC [20]. In this noisy SMAC

environment, the interference signal noises are added to the sen-

sors of each agent’s observation and the global state (details in

Appendix D). The noise increases the variances of the individual

Q-value and global Q-value, and thus raises the overestimation

problem for multiagent Q-learning algorithms, making the noisy

SMAC environment a good testbed for MARL algorithms designed

to address the multiagent overestimation problem. We perform

the experiments on 4 tasks including 5m_vs_6m, 2s3z, 3s5z, and
10m_vs_11m. In 5m_vs_6m, there are 5 allied marines against 6

marine enemies. In the map 2s3z, both sides have 2 Stalkers and 3
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Zealots. For map 3s5z, both sides have 3 Stalkers and 5 Zealots. In

10m_vs_11m, there are 10 allied marines against 11 marine enemies.

We train multiple agents to control allies respectively while a built-

in handcrafted AI controls the enemies. Training and evaluation

schedules such as the testing setting and training hyperparameters

are kept unchanged [20]. The version of StarCraft II is 4.6.2.

We compare DEMARwith QMIX, SM2-QMIX, TD3-QMIX,WCU-

QMIX, and Sub-Avg-QMIX [27]. Here we add the Sub-Avg-QMIX

which performs well on standard SMAC tasks [27]. We omit S-

QMIX’s results as it collapses while training. Similarly, we conduct

the grid hyperparameter searching for baselines and use the sequen-

tial hyperparameter searching for DEMAR. The hyperparameter

settings in SMAC are in Appendix E. Results are averaged over 6

independent training trials with different random seeds, and the re-

sulting plots include the median performance as well as the shaded

25-75% percentiles. Here we report the episode reward as the perfor-

mance metric instead of the test winrate because the test winrate is

almost zero for some baselines in most tasks. The results are shown

in Figure 3(a)-3(d). We also report the estimated 𝑄𝑡𝑜𝑡 in the log

scale in Figure 3(e)-3(h).

Figure 3 shows that, in the noisy SMAC, QMIX suffers from se-

vere overestimation and cannot learn stably on all tasks. Meanwhile,

although Sub-Avg-QMIX controls the overestimation and stabilizes

learning on 2s3z and 3s5z, it fails on 5m_vs_6m and 10m_vs_11m.

At the same time, SM2-QMIX performs well on 5m_vs_6m by suc-

cessfully controlling overestimation on this task but fails on the

other three tasks. Both TD3-QMIX and WCU-QMIX fail to control

the overestimation on most tasks. While other baselines cannot

consistently tackle all the tasks, DEMAR successfully reduces the

overestimation to stabilize the learning in these four maps, which

validates DEMAR’s effectiveness.
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Figure 4: Results of the ablation study on simple_tag and
5m_vs_6m. The w/o ensemble indicates DEMAR without the
dual ensembled Q-learning. The w/o regularizer represents
DEMAR without the hypernet regularizer.

4.3 Ablation Study of DEMAR
In this section, we perform the ablation study to validate each com-

ponent of DEMAR. We compare DEMAR, DEMAR without the dual

ensembled Q-learning (w/o ensemble), and DEMAR without the

hypernet regularizer (w/o regularizer). When DEMAR is without

both techniques, it degenerates to vanilla QMIX. Figure 4 shows

the ablation results on simple_tag from MPE and 5m_vs_6m from

SMAC. As we can see, both techniques of DEMAR are essential

to address the multiagent overestimation problem. Especially, in

5m_vs_6m, neither the dual ensembled Q-learning nor the hypernet

regularizer addresses the overestimation alone. Only the combined

techniques, which jointly control the overestimation terms, can

avoid overestimation and successfully stabilize learning. We also

conduct the ablation study with different numbers of ensemble

networks and different coefficients of the hypernet regularization.

The additional experimental results are provided in Appendix F.

4.4 Experiment Study of Overestimation Terms
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Figure 5: Results of analyzed overestimation terms including
𝑄𝑡𝑜𝑡 , 𝑄𝑖 , and

𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

on both simple_adversary and 5m_vs_6m.

As DEMAR is designed to control each analyzed overestimation

term, we experimentally examine𝑄𝑖 and𝑄𝑡𝑜𝑡 in the target Q-value

estimation as well as
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

in the online Q-network optimization

to see whether DEMAR works as expected. Here we use the sim-
ple_adversary task because its overestimation is the most severe

among all tasks. The values of each analyzed overestimation term

are plotted in Figure 5(a)-5(e). We see that each overestimation term
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in QMIX has higher values than DEMAR. Especially,
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

con-

tributes much to the overestimation of QMIX as the value of
𝜕𝑄𝑡𝑜𝑡
𝜕𝑄𝑖

in QMIX is much larger than in DEMAR by orders of magnitude.

Overall, the experimental results here correspond to our analysis

in Theorem 3.1. By controlling each analyzed overestimation term,

DEMAR successfully prevents severe multiagent overestimation.

4.5 Comparing True and Estimated Q-values
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Figure 6: Comparison between True Q-values and Estimated
Q-values. All Q-value curves are plotted in the log scale.

In this section, we compare the true Q-values and estimated

Q-values of DEMAR as well as QMIX. We estimate true values by

summing up the discounted returns of the following transitions

starting from the sampled state. The results are shown in Figure 6.

We could see that the estimated Q-value by DEMAR is closer to

its true Q-value than QMIX. At the same time, the estimated Q-

value by QMIX increases rapidly and its gap to its true Q-value also

becomes larger as training continues.

4.6 Extending DEMAR to Other MARL Methods
To test the generality of DEMAR, we extend DEMAR to other ad-

vanced MARL algorithms such as ASN [25], UPDeT [9], and ATM

[28]. ASN explicitly represents action semantics between agents

and characterizes different actions’ influence on other agents using

neural networks to significantly improve the performance of MARL

algorithms [25]. UPDeT utilizes a transformer-based model to en-

able multiple tasks transferring in MARL through the transformer’s

strong generalization abilities [9]. ATM proposes a transformer-

based working memory mechanism to address partial observability

in multiagent scenarios [28]. The results of extending DEMAR into

ASN, UPDeT, and ATM are shown in Figure 7. As we can see, DE-

MAR helps ASN, UPDeT, and ATM avoid severe overestimation and

stabilizes the learning process, which validates the generality of

DEMAR. By the way, the global Q-value estimation curve of UPDeT

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
M Steps

0

2

4

6

8

10

12

14

Ep
is

od
e 

Re
w

ar
d

5m_vs_6m
DEMAR-ASN
DEMAR-UPDeT
DEMAR-ATM
ASN
UPDeT
ATM

(a) 5m_vs_6m

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
M Steps

10 2

10 1

100

101

102

103

104

105

G
lo

ba
l Q

-v
al

ue
 E

st
im

at
es

 (
lo

g 
sc

al
e) 5m_vs_6m

DEMAR-ASN
DEMAR-UPDeT
DEMAR-ATM
ASN
UPDeT
ATM

(b) 𝑄𝑡𝑜𝑡 on 5m_vs_6m

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
M Steps

0

2

4

6

8

10

12

14

Ep
is

od
e 

Re
w

ar
d

10m_vs_11m
DEMAR-ASN
DEMAR-UPDeT
DEMAR-ATM
ASN
UPDeT
ATM

(c) 10m_vs_11m

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
M Steps

10 2

100

102

104

G
lo

ba
l Q

-v
al

ue
 E

st
im

at
es

 (
lo

g 
sc

al
e) 10m_vs_11m

DEMAR-ASN
DEMAR-UPDeT
DEMAR-ATM
ASN
UPDeT
ATM

(d) 𝑄𝑡𝑜𝑡 on 10m_vs_11m

Figure 7: Results of UPDeT, ASN, and ATM with DEMAR.

on 10m_vs_11m is clipped in Figure 7(d). During running UPDeT on

10m_vs_11m, the global Q-value estimation in one trial increased

too much to become NaN (too large to represent) while learning.

Then the mean value of global Q-value estimation of UPDeT on

10m_vs_11m also becomes NaN and is clipped when plotting.

5 CONCLUSION
In this study, we propose DEMAR to address the challenging mul-

tiagent overestimation problem. For the first time, we establish

an iterative estimation-optimization analysis framework to sys-

tematically analyze the overestimation in multiagent value-mixing

Q-learning. We found that the multiagent overestimation not only

comes from the overestimation of target individual and global Q-

values but also accumulates in the online Q-network’s optimization.

Motivated by this analysis finding, we propose DEMAR with dual

ensembled Q-learning and hypernet regularizer to address these

analyzed overestimation terms correspondingly. Extensive exper-

iments in MPE and the noisy SMAC demonstrate that DEMAR

successfully controls the multiagent overestimation.

For future work, on the one hand, there is a high potential to

apply DEMAR to real-world multiagent scenarios where environ-

mental noises are common and learning stability is a prerequisite.

And it would be helpful to develop evaluation techniques for MARL

in real-world applications. On the other hand, extending DEMAR

to policy-based MARL algorithms is also promising.
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