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ABSTRACT
In cooperative games, we study how values created or costs incurred

by a coalition are shared among the members within it, and the

players may join the coalition in a online manner such as investors

invest a startup. Recently, Ge et al. [10] proposed a new property

called incentives for early arrival (I4EA) in such games, which

says that the online allocation of values or costs should incentivize

agents to join early in order to prevent mutual strategic waiting.

Ideally, the allocation should also be fair, so that agents arriving

in an order uniformly at random should expect to get/pay their

Shapley values. Ge et al. [10] showed that not all monotone value

functions admit such mechanisms in online value sharing games.

In this work, we show a sharp contrast in online cost sharing
games. We construct a mechanism with all the properties men-

tioned above, for every monotone cost function. To achieve this,

we first solve 0-1 valued cost sharing games with a novel mecha-

nism called Shapley-fair shuffle cost sharing mechanism (SFS-CS),
and then extend SFS-CS to a family called generalized Shapley-fair
shuffle cost sharing mechanisms (GSFS-CS). The critical technique
we invented here is a mapping from one arrival order to another

order so that we can directly apply marginal cost allocation on

the shuffled orders to satisfy the properties. Finally, we solve gen-

eral valued cost functions, by decomposing them into 0-1 valued

functions in an online fashion.
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1 INTRODUCTION
In a classical cost sharing game, a fixed group of players receive a

service as a coalition, and the cost of the service is divided among

the players. This gamemodels many real-world applications such as

electricity or water supply networks [1, 11, 21]. They have been well

studied and many solutions have been proposed to address different

requirements [3, 13, 20]; e.g. players should have incentives to stay

together to share the cost [22], players’ shares should be fair [18],

or they should change consistently as members join or leave the

coalition [12, 19].

Most traditional cost sharing games distribute the cost offline,

i.e., the mechanism knows all the players and their cost function in

advance. However, in many applications, players typically do not

all arrive at the same time; rather, they join sequentially. Upon the

arrival of a new player, an irrevocable decision has to be made on

the division of the current cost, without knowledge about players

that arrive in the future.

For example, a shirt factory produces shirts for different cus-

tomers with different brands and their orders do not arrive at the

same time. However, the unit cost per shirt may decrease when

more shirts are produced at one period (considering the cost of as-

sembling a new product line). On the other hand, when new orders

arrive, the factory cannot just wait forever to get more orders to

start. Therefore, the existing customers have to bear the production

costs. If so, the unit cost of early arrival orders might be higher than

the late arrival orders. This will incentivize customers to strategi-

cally wait each other. From the factory point of view, we need to

incentivize customers to place orders as soon as they need, so that

the factory can fully utilize its capacity.

Except for the incentives for early arrivals (I4EA), the solution
also needs to satisfy some other properties. The cost share to a

player should be non-increasing when more players are joining

(online individual rationality (OIR)). One intuition for OIR is that

a player made his decision according to the cost allocation on

his arrival, if the cost is going to increase with uncertainty in the

future, the player may not even want to join the coalition in the first

place. Finally, the cost share should be considered fair, otherwise,

allocating all the costs to the last comer trivially satisfies I4EA and
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OIR. As a measure of fairness, we require that, if the players arrive

in a uniformly random order, each player’s expected cost share is

his Shapley value (Shapley fairness (SF)).
When the cost function is supermodular, letting each newly

joined player pay her marginal cost satisfies the three properties —

OIR, I4EA, and SF; but for more general cost functions, it is not clear

that a mechanism exists with all three properties. In fact, for value
sharing games, Ge et al. [10] showed that not all value functions

admit such online mechanisms.

In sharp contrast, in this work we show that in online cost shar-

ing games, every monotone cost function admits an online mecha-

nism that is I4EA, OIR, and SF.

Specifically, we propose a newmechanism called the Shapley-fair
shuffle cost sharing mechanism (SFS-CS) to solve all 0-1 cost sharing
games. SFS-CS is further extended to a class called the generalized
Shapley-fair shuffle cost sharing mechanism (GSFS-CS). The key

technique used in GSFS-CS is shuffling the original arriving order

into a new order which essentially helps us decide who should pay

the cost. The shuffling is the key to guaranteeing Shapley fairness,

which is also quite involved.

In summary, our main contributions advance the state of the art

as follows:

• For 0-1 valued monotone online cost sharing games, we

propose a mechanism called Shapley-fair shuffle cost sharing
mechanism (SFS-CS) to satisfy OIR, I4EA, and SF.

• Extending SFS-CS, we propose a class of mechanisms (GSFS-

CS), which gives more flexibility on allocating the cost.

• For general online cost sharing games, we propose decom-

posing a general cost function into 0-1 valued cost functions

to utilize GSFS-CS to satisfy the same properties.

The remainder of the paper is organized as follows. Section 1.1

introduces the related work and Section 2 defines the model and

all the desirable properties. We then propose SFS-CS to solve all

the 0-1 monotone cost sharing games in Section 3 and extend it

to a general class (GSFS-CS) in Section 4. Finally, we extend the

solution to general monotone cost sharing games in Section 5.

1.1 Other Related Work
Many studies have already considered online cost sharing. For

example, online multicast cost sharing, where players arrive one

by one and each connects to the root by greedily choosing a path

minimizing its cost, was studied in [7]. It focuses on the price of

anarchy of the Nash equilibrium. Besides, cost sharing games with

private valuations in an online setting was studied in [5] and they

give a perfect characterization of both weakly group-strategyproof

and group-strategyproof online cost sharing mechanisms for this

model. Furthermore, some studies considered the application of

online cost sharing for demand-responsive transport systems and

horizontal supply chains [9, 27]. None of them has considered the

incentives for early arrival.

There are many online mechanism design problems on other

topics. For example, the online coalition formation game is studied

in [6, 8], where the players with preference for different coalitions

arrive online. The main objective is to effectively allocate players

who join asynchronously into groups, with the overarching goal

of maximizing the collective social welfare. Besides, [4, 16, 17]

studied the auction mechanism design in dynamic settings, where

players with private valuations of items will arrive or change over

time. Additionally, mechanism design with diffusion incentives is

also a new trend [14, 15, 24–26]. This area of research focuses on

incentivizing people to invite their neighbors in a social network to

participate in an auction or a collaboration. We consider a different

setting for cost sharing, where the players can decide when to

arrive. To improve time efficiency, the goal is to guarantee that the

players are benefited from early arrival.

Many studies also considered the cost sharing problem of mini-

mizing the cost in the network [2, 13, 20]. They consider the min-

imum spanning tree problem and aim to allocate the cost of the

spanning tree among the players. Furthermore, cost sharing under

private valuation and connection control was studied in [23], where

players have private valuation about the service and the connection

control of the edge. They all consider the offline setting while we

focus on the online cost sharing.

2 THE MODEL
An online cost sharing game is given by a triple (𝑁, 𝑐, 𝜋), where 𝑁
is a set of players, 𝑐 : 2

𝑁 → R≥0 is a cost function, and 𝜋 ∈ Π(𝑁 )
is a permutation of 𝑁 (Π(𝑁 ) denotes the set of all permutations

of 𝑁 ). Players arrive sequentially, in the order given by 𝜋 . For a

coalition 𝑆 ⊆ 𝑁 , 𝑐 (𝑆) is the cost caused by 𝑆 . 𝑐 is normalized if

𝑐 (∅) = 0, and is monotone if ∀𝑇 ⊆ 𝑆 ⊆ 𝑁 , 𝑐 (𝑆) ≥ 𝑐 (𝑇 ). Throughout
this work, we consider normalized and monotone cost functions.

The following gives some formal notations and definitions.

• Given an order 𝜋 , we say 𝑗 ≺𝜋 𝑖 if player 𝑗 arrives strictly

earlier than player 𝑖 . All these players and 𝑖 herself form a

set 𝑝 (𝑖, 𝜋), i.e., 𝑝 (𝑖, 𝜋) := { 𝑗 | 𝑗 ≺𝜋 𝑖} ∪ {𝑖}.
• For a subset 𝑆 ⊆ 𝑁 , 𝑐 restricted to 𝑆 , written as 𝑐 |𝑆 , is the set
function 𝑐 |𝑆 : 2

𝑆 → R≥0 defined by 𝑐 |𝑆 (𝑇 ) = 𝑐 (𝑇 ),∀𝑇 ⊆ 𝑆 ; 𝜋

restricted to 𝑆 , written as 𝜋 |𝑆 , is the permutation of 𝑆 defined

by 𝑖 ≺𝜋 |𝑆 𝑗 iff 𝑖 ≺𝜋 𝑗 , for all 𝑖, 𝑗 ∈ 𝑆 .

• A subset 𝑆 ⊆ 𝑁 is a prefix of 𝜋 if 𝑆 is the set of first |𝑆 |
players to arrive according to 𝜋 . We denote this as 𝑆 ⊑ 𝜋 .

• For an online cost sharing game (𝑁, 𝑐, 𝜋) and a prefix 𝑆 ⊑ 𝜋 ,

the local cost sharing game on 𝑆 is the game (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ).

Definition 2.1 (Marginal Cost). Given a cost function 𝑐 , player 𝑖’s

marginal cost (MC) to a coalition 𝑆 ∋ 𝑖 is

MC(𝑖, 𝑐, 𝑆) := 𝑐 (𝑆) − 𝑐 (𝑆 \ {𝑖}) .

Definition 2.2 (Shapley Value). Given a cost function 𝑐 , player 𝑖’s

Shapley value is

SV𝑖 (𝑐) :=
1

|𝑁 |!
∑︁

𝜋∈Π (𝑁 )
MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋)) .

For a monotone cost function, the marginal cost of any player

in any coalition is non-negative. Hence, the Shapley value is also

non-negative.

For a cost sharing game to be online, we would like that, at any

point of time, when the set of players that have arrived is 𝑆 , the cost

caused by 𝑆 should be allocated irrevocably among the players in

𝑆 , and this allocation should be conducted using only information

on 𝑐 and 𝜋 restricted to 𝑆 . The next definitions formalize this.
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Definition 2.3. A cost sharing policy 𝜙 maps a cost sharing

game (𝑁, 𝑐, 𝜋) to an |𝑁 |-tuple of allocations, so that 𝜙𝑖 (𝑁, 𝑐, 𝜋) ≥ 0

is player 𝑖’s cost share, and
∑
𝑖 𝜙𝑖 (𝑁, 𝑐, 𝜋) = 𝑐 (𝑁 ).

An online cost sharing mechanism is given by a cost sharing

policy 𝜙 for each stage of the game, so that after the arrival of each

prefix 𝑆 ⊑ 𝜋 , each player 𝑖 ∈ 𝑆 gets a share of 𝜙𝑖 (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ).

When more players join, we expect that the additional costs

caused by them should not be shared by the players arriving before

them. In other words, we require each player’s cost share to weakly

decrease as more players arrive.

Definition 2.4. An online cost sharing mechanism 𝜙 is online
individually rational (OIR) for cost function 𝑐 if, for any arrival

order 𝜋 and any 𝑇, 𝑆 ⊑ 𝜋 with 𝑇 ⊆ 𝑆 , we have 𝜙𝑖 (𝑇, 𝑐 |𝑇 , 𝜋 |𝑇 ) ≥
𝜙𝑖 (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ) for every player 𝑖 ∈ 𝑇 .

In fact, OIR is an online variant of cross-monotonic [12]. Both

require when new agents join a coalition, the cost share of the

existing agents are non-increasing.

To prevent players from strategically waiting, we would like

that a player’s cost share should weakly increase if she chooses to

unilaterally delay her arrival. Formally,

Definition 2.5. An online cost sharing mechanism 𝜙 is incen-
tivizing for early arrival (I4EA) if for any player 𝑖 , 𝜙𝑖 (𝑁, 𝑐, 𝜋1) ≤
𝜙𝑖 (𝑁, 𝑐, 𝜋2) for all 𝜋1 and 𝜋2 such that 𝜋

1 |𝑁 \{𝑖 } = 𝜋
2 |𝑁 \{𝑖 } and

𝑝 (𝑖, 𝜋1) ⊂ 𝑝 (𝑖, 𝜋2).

Proposition 2.6. An online cost sharing mechanism 𝜙 is I4EA if
and only if for any player 𝑖 , 𝜙𝑖 (𝑁, 𝑐, 𝜋1) ≤ 𝜙𝑖 (𝑁, 𝑐, 𝜋2) for any two
arrival orders 𝜋1 and 𝜋2 with only player 𝑖 being delayed one position,
i.e., 𝜋1 = [. . . , 𝑖, 𝑗, . . . ] and 𝜋2 = [. . . , 𝑗, 𝑖, . . . ].

We would like an online cost sharing mechanism to be fair. To

this end, we require a player’s expected cost share to be equal to

her Shapley value if the arrival order is uniformly at random.

Definition 2.7. An online cost sharing mechanism 𝜙 is Shapley-
fair (SF) for a cost function 𝑐 if for each player 𝑖 ∈ 𝑁 ,

1

|𝑁 |!
∑︁

𝜋∈Π (𝑁 )
𝜙𝑖 (𝑁, 𝑐, 𝜋) = SV𝑖 (𝑐).

In this work, we aim to design online cost sharing mechanisms

that are OIR, I4EA, and SF.

3 0-1 VALUED COST FUNCTIONS
In this section, we study cost functions that take values only 0 or 1.

Section 3.1 introduces the definition of the shuffle rule and shuffle-

based cost sharing mechanism. We then propose our mechanism

in Section 3.2 and show its desirable properties in Section 3.3.

3.1 Shuffle-Based Cost Sharing Mechanisms
For 0-1 valued cost functions, for any arrival order 𝜋 , there is at

most one player whose arrival makes the current coalition’s cost

jump from 0 to 1. We call this player the marginal player.

Definition 3.1. Given a 0-1 valued cost function 𝑐 and an order 𝜋 ,

player 𝑖 ∈ 𝜋 is called the marginal player if MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋)) = 1.

As a first attempt, we consider a cost sharing game where 𝑁 =

{𝐴, 𝐵,𝐶} and 𝑐 (𝑆) = 1 if and only if 𝐴 ∈ 𝑆 or {𝐵,𝐶} ⊆ 𝑆 . A possible

allocation that satisfies I4EA, OIR, and SF is illustrated in Figure 1.

For each order, we first shuffle the order and apply marginal cost

allocation in the shuffled order. For example, we shuffle [𝐴, 𝐵,𝐶] to
[𝐵,𝐶,𝐴], in which 𝐶 is the marginal player and bears the cost.

Figure 1: The player in red is the marginal player.

Adding a layer of sophistication to this idea, one may extend it

to a family of mechanisms that retain its Shapley fairness: given a

permutation 𝜋 , if we use a bijection to map 𝜋 to another permuta-

tion 𝜋 ′, and let each player in 𝜋 pay her marginal cost in 𝜋 ′, the
resulting mechanism must be SF. The idea is natural enough, but

for it to be useful, one has to be able to calculate the bijection in

an online fashion; on top of that, the bijection must satisfy other

properties for the resulting mechanism to be OIR and I4EA. Our

main result is that, somewhat surprisingly, a desirable mechanism

based on such a bijection exists and can be computed efficiently.

We first define bijections usable in such mechanisms:

Definition 3.2. Given a player set𝑁 and cost function 𝑐 , a shuffle
rule is a function shuf :

⋃
𝑆⊆𝑁 Π(𝑆) → ⋃

𝑆⊆𝑁 Π(𝑆), satisfying
(a) for each 𝑆 ⊆ 𝑁 , shuf restricted to Π(𝑆) is a bijection from Π(𝑆)

to Π(𝑆), and this bijection depends only on 𝑐 |𝑆 ; and
(b) for any𝑇 ⊆ 𝑁 , 𝜋 ∈ Π(𝑇 ), and 𝑆 ⊑ 𝜋 , shuf(𝜋 |𝑆 ) = (shuf(𝜋)) |𝑆 .

Algebraically, shuf(·) and projection to any prefix commutes.

Given this definition of shuffle rule, the following is a well

defined online mechanism:

A shuffle-based cost sharing mechanism 𝜙 is given by

a shuffle rule shuf, so that after the arrival of each pre-

fix 𝑆 ⊑ 𝜋 , each player 𝑖 ∈ 𝑆 gets a share 𝜙𝑖 (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ) =

MC(𝑖, 𝑐 |𝑆 , 𝑝 (𝑖, shuf(𝜋 |𝑆 ))).

Note that since shuf is a bijection on each Π(𝑆) for 𝑆 ⊆ 𝑁 ,

shuf is a bijection on

⋃
𝑆⊆𝑁 Π(𝑆). Its inverse shuf−1

exists with

shuf−1 (shuf(𝜋)) = 𝜋 for any 𝜋 ∈ ⋃
𝑆⊆𝑁 Π(𝑆).

Proposition 3.3. A shuffle-based cost sharing mechanism is SF.

Proof. Write 𝜋 ′ = shuf(𝜋). Since shuf is bijective, we have

1

|𝑁 |!
∑︁

𝜋∈Π (𝑁 )
𝜙𝑖 (𝑁, 𝑐, 𝜋) = 1

|𝑁 |!
∑︁

𝜋 ′∈Π (𝑁 )
MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋 ′))

=
1

|𝑁 |!
∑︁

𝜋∈Π (𝑁 )
MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋)) = SV𝑖 (𝑐) .

□
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Definition 3.4 (Group Size Monotone). For a 0-1 valued cost func-

tion 𝑐 , a shuffle rule shuf is group sizemonotone if for any 𝑆 ⊆ 𝑁 ,

any 𝜋 ∈ Π(𝑆) with player 𝑖 being the marginal player in shuf(𝜋),
it is the case that for any 𝑇 ⊑ 𝜋 with 𝑖 ∈ 𝑇 , 𝑖 is also the marginal

player in shuf(𝜋 |𝑇 ).

Proposition 3.5. A shuffle-based cost sharing mechanism is OIR
if its shuffle rule shuf is group size monotone.

Proof. We only need to show that, for any arrival order 𝜋 ∈
Π(𝑁 ) and any player 𝑖 , if 𝑖 is not the marginal player in the image

ordering at a certain point, she never becomes the marginal player

in the image ordering asmore players join. Suppose for prefix𝑇 ⊑ 𝜋 ,

𝑖 is not the marginal player in shuf(𝜋 |𝑇 ). Then as more players

join, when the set of players is 𝑆 ⊇ 𝑇 , 𝑖 cannot be the marginal

player in shuf(𝜋 |𝑆 ) either, by the group size monotonicity of shuf.
□

Definition 3.6 (Flip Monotone). For a 0-1 valued cost function, a

shuffle rule shuf is flip monotone if for any two arrival orders

with two adjacent players flipped, i.e., 𝜋1 = [. . . , 𝑗, 𝑖, . . . ] and 𝜋2 =

[. . . , 𝑖, 𝑗, . . . ], if player 𝑖 is the marginal player in shuf(𝜋2), then 𝑖

is the marginal player in shuf(𝜋1) as well.

By Proposition 2.6, the following is immediate.

Proposition 3.7. A shuffle-based cost sharing mechanism is I4EA
if its shuffle rule shuf is flip monotone.

Theorem 3.8. A shuffle-based cost sharing mechanism is SF, OIR,
and I4EA if its shuffle rule shuf is group size monotone and flip
monotone.

In Section 3.2, we construct a group size monotone and flip

monotone shuffle rule sfs-shuf and the corresponding Shapley-
fair shuffle cost sharing mechanism (SFS-CS).

3.2 Shapley-fair Shuffle Cost Sharing
Mechanism

We first make some observations and then illustrate some attempts

at a desirable shuffle rule, before giving our final construction.

Given an arrival order 𝜋 , we refer to its image under shuf as the
image ordering. When a new player 𝑖 joins an existing coalition 𝑆 ,

the relative orderings of the players in 𝑆 in the image ordering must

remain unchanged by definition of shuffle rule; therefore, in the

image ordering shuf(𝜋 |𝑆∪{𝑖 } ), 𝑖 must be inserted into shuf(𝜋 |𝑆 ).
This suggests that a construction of any shuffle rule can go by

stages; at the arrival of each new player, one only needs to decide

where to insert 𝑖 in the image ordering. We therefore maintain and

grow an image ordering 𝜋 ′ as players join; when there is no danger

of confusion, we treat 𝜋 ′ as a variable, and use it to denote 𝜋 ′|𝑆 .
Intuitively, both group size monotonicity and flip monotonicity

suggest that if a late comer 𝑖 in 𝜋 can be made a marginal player

in the image ordering, 𝑖 should be made so. We will indeed follow

this intuition in our construction; in fact, among all the positions

in the image ordering that make 𝑖 the marginal player, we choose

the earliest such position. The following example shows, however,

that when a late comer cannot be made a marginal player in the

image ordering, one needs to be very careful choosing her position,

because the bijectivity of shuf may be at stake.

Example 3.9. Consider the 0-1 valued cost sharing game with

𝑁 = {𝐴, 𝐵,𝐶}, and 𝑐 (𝑆) = 1 if and only if 𝑆 ⊇ {𝐴, 𝐵}. For the arrival
order 𝜋1 = [𝐴, 𝐵,𝐶], when𝐴 arrives, 𝜋 ′

1
= [𝐴]; then 𝐵 arrives; since

𝑐 ({𝐴, 𝐵}) = 1, to satisfy OIR, 𝜋 ′
1
must be [𝐴, 𝐵]. When 𝐶 arrives,

she is not a marginal player in 𝜋 ′
1
no matter where we insert her.

Does it make a difference where we insert her?

• If we insert 𝐶 to the start of 𝜋 ′
1
, we get 𝜋 ′

1
= [𝐶,𝐴, 𝐵] (see

Figure 2). Consider another two orders, 𝜋2 = [𝐴,𝐶, 𝐵] and
𝜋3 = [𝐶,𝐴, 𝐵]. Since shuf is a bijection from Π({𝐴,𝐶}) to it-
self, after the second player joins, one of the image orderings

of 𝜋2 and 𝜋3 is [𝐶,𝐴], and the other is [𝐴,𝐶]. 𝐵 is the last

player in both 𝜋2 and 𝜋3, and by group size monotonicity

must be made the marginal player in 𝜋 ′
2
and 𝜋 ′

3
when she

joins. The image ordering [𝐶,𝐴] must now become [𝐶,𝐴, 𝐵],
contradicting shuf being a bijection. Therefore 𝜋1 cannot

be mapped to [𝐶,𝐴, 𝐵].
• By a similar argument,𝐶 cannot be inserted at the end of 𝜋 ′

1
.

Therefore, 𝜋 ′
1
has to be [𝐴,𝐶, 𝐵] when 𝐶 joins.

Figure 2: An attempt on constructing a shuf for cost sharing
game mentioned in Example 3.9.

It turns out that in Example 3.9, there is a shuffle rule mapping 𝜋1

to [𝐴,𝐶, 𝐵] that has all the desirable properties. The construction
of sfs-shuf below shows that this is not a coincidence. Specifically,

when a newcomer 𝑖 cannot be made the marginal player in the

image ordering 𝜋 ′, sfs-shuf inserts 𝑖 in 𝜋 ′ before 𝑖’s predecessor
in 𝜋 . (In Example 3.9, the predecessor of 𝐶 in 𝜋 is 𝐵, hence 𝐶 is

placed before 𝐵 in 𝜋 ′.)
We now formally construct sfs-shuf. The iterative construction

explicitly gives the image under sfs-shuf of an order 𝜋 restricted to

each prefix 𝑆 ⊑ 𝜋 . It should be clear that, in this mapping, sfs-shuf
uses only 𝜋 |𝑆 and 𝑐 |𝑆 , and does produce an order on 𝑆 . The fact

that it is bijective is nontrivial, and is shown in Section 3.3.
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The shuffle rule sfs-shuf maps any order 𝜋 to an image or-

dering 𝜋 ′ given by the following iterative procedure:

• The image ordering 𝜋 ′ is initialized to be the first player
in 𝜋 . New players arriving according to 𝜋 are iteratively

inserted into 𝜋 ′. Let 𝑖 be the next player to arrive in 𝜋 .

• Case 1. If 𝑖 can be inserted into 𝜋 ′ so that 𝑖 becomes

the marginal player in 𝜋 ′, she is inserted into the ear-

liest such position. Formally, let P be the set {𝑆 | 𝑆 ⊑
𝜋 ′, MC(𝑖, 𝑐, 𝑆∪{𝑖}) = 1}, then P ≠ ∅. Let 𝑆∗ be the mem-

ber in P with the smallest cardinality. Update 𝜋 ′ so that
𝑖 is inserted after 𝑆∗. (Note that 𝑆∗ may be the empty

set, in which case 𝑖 becomes the first player in 𝜋 ′.)
• Case 2. If there is no way to insert 𝑖 into 𝜋 ′ to make

her the marginal player, update 𝜋 ′ so that 𝑖 is inserted

before her predecessor in 𝜋 . (By predecessor we mean

the player coming right before 𝑖 in 𝜋 .)

Definition 3.10. The Shapley-fair shuffle cost sharing mechanism
(SFS-CS) is the shuffle-based cost sharing mechanism given by the

shuffle rule sfs-shuf.

We show in Section 3.3 the proofs of the main theorem.

Theorem 3.11. For all 0-1 valued monotone cost sharing games,
SFS-CS is SF, OIR, and I4EA.

Before the proof, we give an example of sfs-shuf.

Example 3.12. Consider the 0-1 valued cost sharing game with

𝑁 = {𝐴, 𝐵,𝐶, 𝐷, 𝐸, 𝐹,𝐺}. For any 𝑇 , 𝑐 (𝑇 ) = 1 if and only if ∃𝑆 ⊆
𝑇, 𝑆 ∈ {{𝐴,𝐶}, {𝐵,𝐶}, {𝐵, 𝐷, 𝐸}, {𝐸, 𝐹 }} (see Figure-3). The left side
is the original order 𝜋 and for each joining player (colored by blue),

the right side shows the construction process of the image ordering

𝜋 ′. Note that the players colored by red are the marginal players,

and the players colored by green are the corresponding related

players (see Definition 3.14 in Section 3.3). For the arrival order

𝜋 = [𝐴, 𝐵,𝐶, 𝐷, 𝐸, 𝐹,𝐺], when 𝐴 arrives, 𝜋 ′ = [𝐴]; then 𝐵 arrives,

P = ∅. 𝐵 is inserted before𝐴 in 𝜋 ′ and 𝜋 ′ = [𝐵,𝐴]. When𝐶 arrives,

P = {{𝐵}, {𝐵,𝐴}} and 𝜋 ′ = [𝐵,𝐶,𝐴]. Then 𝐷 arrives and P = ∅.
So 𝐷 is inserted before 𝐶 in 𝜋 ′, i.e., 𝜋 ′ = [𝐵, 𝐷,𝐶,𝐴]. The arrivals
of 𝐸, 𝐹 , and 𝐺 are handled similarly. 𝐸 is the marginal player in the

final image ordering, so her share is 1 and everyone else’s is 0.

Figure 3: An example of sfs-shuf.

Then we prove Theorem 3.11 in Section 3.3.

3.3 Proofs of Properties of SFS-CS
3.3.1 OIR. By Proposition 3.5, it suffices to show that, if a player 𝑖

is not the marginal player in the image ordering 𝜋 ′ at a certain

moment, then she does not become themarginal player in 𝜋 ′ when a
new player 𝑗 joins. Obviously, the only case that needs an argument

is when 𝑗 is inserted into 𝜋 ′, the cost of the new coalition is 1 and

𝑗 is not the marginal player in 𝜋 ′; by definition of sfs-shuf, this
happens only if 𝑗 cannot be made the marginal player no matter

where she is inserted in 𝜋 ′. For the sake of contradiction, suppose 𝑖
becomes the marginal player in 𝜋 ′ after 𝑗 joins. This can happen

only when 𝑗 is inserted before 𝑖 in 𝜋 ′. Let 𝑆 be the prefix of 𝜋 ′ up
to 𝑖 before 𝑗 joins. If 𝑐 (𝑆) = 1, then 𝑐 (𝑆 \{𝑖}) = 1 (since 𝑖 was not the

marginal player before 𝑗 joins), and 𝑐 (𝑆 \ {𝑖}∪ { 𝑗}) ≥ 𝑐 (𝑆 \ {𝑖}) = 1,

and so 𝑖 still cannot be the marginal player. Therefore, 𝑐 (𝑆) = 0. If 𝑖

becomes themarginal player after 𝑗 joins, wemust have 𝑐 (𝑆∪{ 𝑗}) =
1. But that means 𝑗 can be the marginal player if she is placed right

after 𝑖 , a contradiction to the condition that 𝑗 cannot be a marginal

player no matter where she is inserted. This shows that 𝑖 cannot

become the marginal player when a new player joins.

3.3.2 SF. By Proposition 3.3, it suffices to show that sfs-shuf is
a bijection. We do this by constructing an inverse mapping for

sfs-shuf. Given an ordering 𝜋 ′ ∈ Π(𝑆), we show that a unique

𝜋 ∈ Π(𝑆) can be found such that sfs-shuf(𝜋) = 𝜋 ′. To this end, it

suffices to show that we can uniquely identify the last player in 𝜋 ,

which allows us to iteratively reconstruct 𝜋 .

• If 𝑐 (𝑆) = 0, there cannot be a marginal player in 𝜋 ′, in which

case 𝜋 is simply the reverse of 𝜋 ′.
• If 𝑐 (𝑆) = 1, let 𝑖 be the marginal player in 𝜋 ′.
– If 𝑐 ({𝑖}) = 1, then

(a) Either 𝑖 is the last comer in 𝜋 , in which case 𝑖 must be

the first player in 𝜋 ′;
(b) Or 𝑖 is not the last comer in 𝜋 , but the marginal player

in 𝜋 ′ has not changed since 𝑖’s arrival in 𝜋 . In this case,

the players before 𝑖 in 𝜋 ′ are precisely the players arriv-

ing after 𝑖 in 𝜋 , and their order in 𝜋 ′ is precisely reverse
to their order in 𝜋 . Hence the first player in 𝜋 ′ is the
last player in 𝜋 .

– If 𝑐 ({𝑖}) ≠ 1, we also consider the following two cases:

(a’) Either 𝑖 is the last comer in 𝜋 ;

(b’) Or 𝑖 is not the last comer, but the marginal player in 𝜋 ′

has not changed since 𝑖’s arrival in 𝜋 .

In case (a) and (a’), by definition of sfs-shuf, 𝑖 is in the earliest

position in 𝜋 ′ that makes her the marginal player. In particular, in

case (a), 𝑖 has no predecessor in 𝜋 ′, and in case (a’), let 𝑗 be the

predecessor of 𝑖 in 𝜋 ′, we must have 𝑐 (𝑝 ( 𝑗, 𝜋 ′)) = 0, and for any

𝑘 ≺𝜋 ′ 𝑗 , 𝑐 (𝑝 (𝑘, 𝜋 ′) ∪ {𝑖}) = 0.

In case (b) and (b’), let𝑇 be the set of players arriving after 𝑖 in 𝜋 ,

then players in 𝑇 are inserted before 𝑖 in 𝜋 ′, in the order precisely

reverse to 𝜋 |𝑇 . In case (b’), if we still let 𝑗 be the predecessor of 𝑖

in 𝜋 ′ at the moment right after 𝑖’s arrival in 𝜋 (i.e., before the arrival

of anyone in𝑇 ), then we have 𝑐 (𝑝 ( 𝑗, 𝜋 ′) ∪ {𝑖}) = 1, and the person

right after 𝑗 in 𝜋 ′ is the last one to arrive in 𝜋 .

To summarize, to distinguish case (a’) and (b’), let 𝑗 ≺𝜋 ′ 𝑖 be the

first player in 𝜋 ′ with 𝑐 (𝑝 ( 𝑗, 𝜋 ′) ∪ {𝑖}) = 1. If 𝑗 is the predecessor

of 𝑖 in 𝜋 ′, then 𝑖 is the last one to arrive in 𝜋 ; otherwise, the player
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right after 𝑗 is the last one to arrive in 𝜋 . Therefore, we can always

uniquely identify the last player in 𝜋 , and iteratively reconstruct 𝜋

from 𝜋 ′. Example 3.15 provides an illustration.

Two notions in the analysis of cases (a’) and (b’) are used again

in the next section. We formally define them as follows.

Definition 3.13. Given 𝜋 ′ with the marginal player 𝑖 and 𝑐 ({𝑖}) =
0, 𝑖’s predecessor in 𝜋 ′ right after 𝑖’s insertion into 𝜋 ′ is said to be

𝑖’s related player.

In the proof above, 𝑗 is 𝑖’s related player and she can be identified

as the first player in 𝜋 ′ before 𝑖 such that 𝑐 (𝑝 ( 𝑗, 𝜋 ′) ∪ {𝑖}) = 1.

Definition 3.14. Given 𝜋 ′ with the marginal player 𝑖 and 𝑐 ({𝑖}) =
0, 𝑖’s predecessor in 𝜋 ′ right after 𝑖’s insertion into 𝜋 ′ is said to be

𝑖’s related player.

In the proof above, the set 𝑇 is the late arriving set. This set can

be identified in 𝜋 ′ as the set of players before 𝑖 if 𝑐 ({𝑖}) = 1, or, if

𝑐 ({𝑖}) = 0, as the set of players between 𝑖 and her related player 𝑗 .

By this notation, we can simplify the reconstruction process by

finding the players in late arriving set, reversing them, and putting

them at the end of reconstruction order.

Example 3.15. Considering the game in Example 3.12, with a final

image ordering 𝜋 ′ = [𝐵, 𝐷,𝐺, 𝐹, 𝐸,𝐶,𝐴], we give the procedure to
recover the original order (see Figure 4). The left side marks the

marginal players (red) and corresponding related players (green)

through this process, and the right side shows the identified last

players (blue) in each iteration. Initially, the marginal player is 𝐸

and the related player is 𝐷 , so that the player 𝐺 right after 𝐷 is the

one who arrives last in 𝜋 . Similarly, we can find the player 𝐹 is the

one who arrives last among the remaining players. Next, the player

right after the related player 𝐷 is player 𝐸 herself, so that 𝐸 is the

last one arriving. Following steps are all similar and we can finally

find the original order 𝜋 .

3.3.3 I4EA. Before we prove I4EA, we introduce two lemmas.

Lemma 3.16 states that if player 𝑖 is the marginal player of the

image ordering when she joins, all the players after her in the

original order are inserted before her in the image ordering (see

Figure 5).

Lemma 3.16. Given an order 𝜋 and image ordering 𝜋 ′ of sfs-shuf,
suppose player 𝑖 is the marginal player of 𝜋 ′|𝑝 (𝑖,𝜋 ) (i.e., the image
ordering when 𝑖 just joins). ∀𝑗 ∈ 𝜋 satisfying 𝑖 ≺𝜋 𝑗 , we have 𝑗 ≺𝜋 ′ 𝑖 .

Figure 4: The reconstruction process of 𝜋 from 𝜋 ′.

Figure 5: 𝜋 is the original order. 𝜋 ′ is the image ordering. 𝑖 is
the marginal player of 𝜋 ′. Lemma 3.16 states 𝑆1 ⊆ 𝑆2.

Figure 6: 𝜋1, 𝜋2 are the original orders, where only last two
players flip. 𝜋 ′

1
and 𝜋 ′

2
are the corresponding image orderings.

𝑖 is the marginal player of 𝜋 ′
1
and 𝜋 ′

2
. 𝑟1

𝑖
and 𝑟2

𝑖
are the corre-

sponding related players. Lemma 3.17 states 𝑆1 \ { 𝑗} ⊆ 𝑆2.

Proof. Consider player 𝑖’s next player 𝑗 , there are two cases.

• Case 1. If 𝑗 cannot be the marginal player, she is inserted

before her predecessor 𝑖 of 𝜋 , i.e., 𝑗 ≺𝜋 ′ 𝑖 .

• Case 2. If 𝑗 can be the marginal player, we prove the state-

ment by contradiction. Assuming that 𝑖 ≺𝜋 ′ 𝑗 , we have

𝑐 (𝑝 ( 𝑗, 𝜋 ′|𝑝 ( 𝑗,𝜋 ) )) ≥ 𝑐 (𝑝 (𝑖, 𝜋 ′|𝑝 (𝑖,𝜋 ) )) = 1 and 𝑐 (𝑝 ( 𝑗, 𝜋 ′|𝑝 ( 𝑗,𝜋 ) )\
{ 𝑗}) ≥ 𝑐 (𝑝 (𝑖, 𝜋 ′|𝑝 (𝑖,𝜋 ) )) = 1. Hence,

MC( 𝑗, 𝑐, 𝑝 ( 𝑗, 𝜋 ′|𝑝 ( 𝑗,𝜋 ) )) = 𝑐 (𝑝 ( 𝑗, 𝜋 ′|𝑝 ( 𝑗,𝜋 ) )) − 𝑐 (𝑝 ( 𝑗, 𝜋 ′|𝑝 ( 𝑗,𝜋 ) ) \ { 𝑗})

= 𝑐 (𝑝 (𝑖, 𝜋 ′|𝑝 (𝑖,𝜋 ) )) − 𝑐 (𝑝 (𝑖, 𝜋 ′|𝑝 (𝑖,𝜋 ) ))
= 1 − 1 = 0,

which leads to a contradiction.

For 𝑗 ’s next player 𝑘 , (i) if 𝑗 cannot be the marginal player, there

are two cases.

• Case 1. If 𝑘 cannot be the marginal player, she is inserted

before her predecessor 𝑗 of 𝜋 , i.e., 𝑘 ≺𝜋 ′ 𝑗 ≺𝜋 ′ 𝑖 .

• Case 2. If 𝑘 can be the marginal player, the analysis is the

same as the Case 2 above so that 𝑘 ≺𝜋 ′ 𝑖 .

(ii) If 𝑗 is the marginal player, the analysis of 𝑘 is the same as the

analysis of 𝑗 above so that 𝑘 ≺𝜋 ′ 𝑗 ≺𝜋 ′ 𝑖 .

For the following players, we can get the conclusion recursively.

□

We can use Figure 6 to visually illustrate the insights of Lemma 3.17.

Lemma 3.17. Given two orders 𝜋1 = [. . . , 𝑗, 𝑖], and 𝜋2 = [. . . , 𝑖, 𝑗],
where only adjacent 𝑖 and 𝑗 exchange. 𝜋 ′

1
and 𝜋 ′

2
are the corresponding

image orderings of sfs-shuf. If player 𝑖 is the marginal player of
both 𝜋 ′

1
and 𝜋 ′

2
, and let 𝑟1

𝑖
and 𝑟2

𝑖
be the related players of 𝜋 ′

1
and 𝜋 ′

2
,

then we have 𝑝 (𝑟1

𝑖
, 𝜋 ′

1
) \ { 𝑗} ⊆ 𝑝 (𝑟2

𝑖
, 𝜋 ′

2
).

Proof. For player 𝑗 , there are two cases.

• Case 1. 𝑗 ≺𝜋 ′
1

𝑟2

𝑖
. For 𝜋 ′

1
, when 𝑖 is inserted after 𝑟2

𝑖
, 𝑖 is

the marginal player. Hence, 𝑖 cannot be inserted in the later

position and we can get 𝑟1

𝑖
≺𝜋 ′

1

𝑟2

𝑖
or 𝑟1

𝑖
= 𝑟2

𝑖
. Therefore,

𝑝 (𝑟1

𝑖
, 𝜋 ′

1
) \ { 𝑗} ⊆ 𝑝 (𝑟2

𝑖
, 𝜋 ′

2
).
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• Case 2. 𝑟2

𝑖
≺𝜋 ′

1

𝑗 . When 𝑖 joins for 𝜋1, sfs-shuf must insert

𝑖 after 𝑟2

𝑖
such that 𝑖 is the marginal player. Hence, 𝑟1

𝑖
= 𝑟2

𝑖

and thus 𝑝 (𝑟1

𝑖
, 𝜋 ′

1
) \ { 𝑗} ⊆ 𝑝 (𝑟2

𝑖
, 𝜋 ′

2
).

□

Now we prove I4EA with above Lemmas and Proposition 3.7.

Proof of I4EA. Given 𝜋1 = [. . . , 𝑗, 𝑖, . . . ], 𝜋2 = [. . . , 𝑖, 𝑗, . . . ],
where only adjacent 𝑖 and 𝑗 exchange.

(i) If 𝑐 ({𝑖}) = 1, 𝑖 is inserted at the head of the image orderings when

she joins. According to Lemma 3.16, 𝑝 (𝑖, 𝜋 ′
1
) ⊆ 𝑝 (𝑖, 𝜋 ′

2
). Hence,

𝑐 (𝑝 (𝑖, 𝜋 ′
1
)) = 𝑐 (𝑝 (𝑖, 𝜋 ′

2
)) = 1 and 𝑐 (𝑝 (𝑖, 𝜋 ′

1
) \ {𝑖}) ≤ 𝑐 (𝑝 (𝑖, 𝜋 ′

2
) \ {𝑖}),

which derives

MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋 ′
1
)) = 𝑐 (𝑝 (𝑖, 𝜋 ′

1
)) − 𝑐 (𝑝 (𝑖, 𝜋 ′

1
) \ {𝑖})

≥ 𝑐 (𝑝 (𝑖, 𝜋 ′
2
)) − 𝑐 (𝑝 (𝑖, 𝜋 ′

2
) \ {𝑖}) = MC(𝑖, 𝑐, 𝑝 (𝑖, 𝜋 ′

2
)),

i.e., if 𝑖 is the marginal player in 𝜋 ′
2
, she is also that of the 𝜋 ′

1
.

(ii) If 𝑐 ({𝑖}) = 0, there are three cases for player 𝑖 in 𝜋1.

• Case 1. 𝑖 is the marginal player for 𝜋 ′
1
. In this case, sfs-shuf

is flip monotone.

• Case 2. 𝑖 is the marginal player for 𝜋 ′
1 |𝑝 (𝑖,𝜋1 ) but is not

for 𝜋 ′
1
. Let 𝑆1 = {𝑘 | 𝑘 ∈ 𝜋1, 𝑖 ≺𝜋1

𝑘}. For 𝑘 ∈ 𝑆1, we

have 𝑘 ≺𝜋 ′
1

𝑖 (according to Lemma 3.16). We then prove

flip monotone in this case by contradiction. Assume that

sfs-shuf is not flip monotone, i.e., 𝑖 is the marginal player

for 𝜋 ′
2
but is not the marginal player for 𝜋 ′

1
. Similarly, let

𝑆2 = {𝑘 | 𝑘 ∈ 𝜋2, 𝑖 ≺𝜋2
𝑘}. For 𝑘 ∈ 𝑆2, we have 𝑘 ≺𝜋 ′

2

𝑖

(according to Lemma 3.16). We can observe that 𝑆1∪{ 𝑗} = 𝑆2.

Let 𝑟1

𝑖
and 𝑟2

𝑖
denote the related players of 𝜋 ′

1 |𝑝 (𝑖,𝜋1 ) and

𝜋 ′
2 |𝑝 ( 𝑗,𝜋2 ) , we have 𝑝 (𝑟

1

𝑖
, 𝜋 ′

1 |𝑝 (𝑖,𝜋1 ) ) \ { 𝑗} ⊆ 𝑝 (𝑟2

𝑖
, 𝜋 ′

2 |𝑝 ( 𝑗,𝜋2 ) )
(according to Lemma 3.17). Hence,

𝑝 (𝑖, 𝜋 ′
1
) \ {𝑖} = 𝑆1 ∪ 𝑝 (𝑟1

𝑖 , 𝜋
′
1 |𝑝 (𝑖,𝜋1 ) )

⊆ 𝑆2 ∪ 𝑝 (𝑟2

𝑖 , 𝜋
′
2 |𝑝 ( 𝑗,𝜋2 ) )

= 𝑝 (𝑖, 𝜋 ′
2
) \ {𝑖}.

Since 𝑖 is not the marginal player for 𝜋 ′
1
, 𝑐 (𝑝 (𝑖, 𝜋 ′

2
) \ {𝑖}) ≥

𝑐 (𝑝 (𝑖, 𝜋 ′
1
) \ {𝑖}) = 1, i.e., 𝑖 is not the marginal player for 𝜋 ′

2
,

which leads to a contradiction.

• Case 3. 𝑖 is not the marginal player for 𝜋 ′
1 |𝑝 (𝑖,𝜋1 ) . There are

two cases for player 𝑗 .

– Case 3.1. 𝑗 is not the marginal player of 𝜋 ′
1 |𝑝 ( 𝑗,𝜋1 ) . Hence,

for 𝜋2, 𝑖 still cannot be the marginal player of 𝜋 ′
2 |𝑝 (𝑖,𝜋2 )

without 𝑗 ’s participation, i.e., sfs-shuf is flip monotone.

– Case 3.2. 𝑗 is the marginal player for 𝜋 ′
1 |𝑝 ( 𝑗,𝜋1 ) . We then

prove flip monotone in this case by contradiction. Assume

that sfs-shuf is not flip monotone, i.e., 𝑖 is the marginal

player for 𝜋 ′
2
but is not the marginal player for 𝜋 ′

1
. Let

𝑟2

𝑖
denote the corresponding related player. Since 𝑖 is not

the marginal player for 𝜋 ′
1 |𝑝 (𝑖,𝜋1 ) , we can get 𝑗 ≺𝜋 ′

1

𝑟2

𝑖
;

otherwise, 𝑖 can be inserted after 𝑟2

𝑖
such that 𝑖 is the

marginal player for 𝜋 ′
1 |𝑝 (𝑖,𝜋1 ) . Therefore, for 𝜋2, 𝑗 can be

inserted in the same location of 𝜋 ′
2
with that of 𝜋 ′

1
such

that 𝑗 is the marginal player for 𝜋 ′
2 |𝑝 ( 𝑗,𝜋2 ) , i.e., 𝑖 is not the

marginal player for 𝜋 ′
2
, which leads to a contradiction.

Taking all above together, we can conclude that SFS-CS is I4EA.

□

4 A CLASS OF SHUFFLE-BASED COST
SHARING MECHANISMS

In this section, we propose a class of shuffle-based cost sharing

mechanisms based on SFS-CS. Notice that the key point of SF is to

ensure that the shuffle rule is a bijection. Recalling the process of

sfs-shuf in Example 4.1 below, we can see more possibilities.

Example 4.1. Consider the 0-1 valued cost sharing game with

𝑁 = {𝐴, 𝐵,𝐶, 𝐷, 𝐸}. For any 𝑇 , we have 𝑐 (𝑇 ) = 1 if and only if

∃𝑆 ⊆ 𝑇, 𝑆 ∈ {{𝐴}, {𝐵, 𝐷}, {𝐶, 𝐸}}(see Figure 7). The left side is the
original order 𝜋 and for each joining player (colored by blue), the

middle and right side show the image orderings given by these

methods. The players colored by red are the marginal players, and

the players colored by green are the corresponding related players.

For the arrival order 𝜋 = [𝐴, 𝐵,𝐶, 𝐷, 𝐸], when player 𝐶 arrives,

sfs-shuf inserts her before her predecessor 𝐵. Actually, in this

step, we can observe that inserting player 𝐶 between player 𝐵 and

𝐴 is also available. Intuitively, it will not affect how we find the late

arriving set from the image ordering 𝜋 ′ and we can recover the

order of the late arriving set by recording the insertion positions;

hence, its properties will not be hurt. Interestingly, on the other

hand, it may change the player who finally bears the cost; as in this

example, player 𝐸 cannot be the marginal player in the new image

orderings when she arrives.

Figure 7: An example of sfs-shuf and another possible map-
ping.

By the given intuitions, the key is how to decide the rearrange-

ments of the following arrived players who cannot be newmarginal

players. For the case 2 of sfs-shuf, it produces a reverse order of
their original order, while actually, any bijective rearrangement

can yield a valid shuffle rule. Formally, we define the following

coordinate functions to decide those rearrangements as follows.

Definition 4.2 (Coordinate function). Given a player set 𝑁 and a

player 𝑖 ∈ 𝑁 , a coordinate function of 𝑖 is a bijection function

cd𝑖 :

⋃
𝑆⊆𝑁 \{𝑖 } Π(𝑆) →

⋃
𝑆⊆𝑁 \{𝑖 } Π(𝑆), and for any 𝑇 ⊆ 𝑁 \ {𝑖},

𝜋 ∈ Π(𝑇 ), and 𝑆 ⊑ 𝜋 , cd𝑖 (𝜋 |𝑆 ) = (cd𝑖 (𝜋)) |𝑆 .
When the marginal player 𝑖 of 𝜋 ′ exists, we use cd𝑖 to decide

the rearrangements of those players who cannot be new marginal

players after 𝑖 . When there is no marginal player, we use cd0 to rep-

resent the rearrangements before the first marginal player appears.

We choose different coordinate functions and get a class of shuffle

rules described as follows, which extends the case 2 of sfs-shuf.
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The gsfs-shuf maps any order 𝜋 to an image ordering 𝜋 ′

given by the following iterative procedure:

• The image ordering 𝜋 ′ is initialized to be the first player
in 𝜋 . Let 𝑖 be the next player to arrive in 𝜋 .

• Case 1. If 𝑖 can be inserted into 𝜋 ′ so that 𝑖 becomes the

marginal player in 𝜋 ′, she is inserted into the earliest

such position.

• Case 2. If there is no way to insert 𝑖 into 𝜋 ′ to make

her the marginal player, there are two cases for 𝜋 ′.
– If the marginal player 𝑗 exists, update 𝜋 ′ so that 𝑖 ∈
LA(𝜋 ′) and 𝜋 ′|LA(𝜋 ′ ) = cd𝑗 (𝜋 |LA(𝜋 ′ ) ).

– Otherwise, update 𝜋 ′ = cd0 (𝜋 |𝑝 (𝑖,𝜋 ) ).

Definition 4.3. The generalized Shapley-fair shuffle cost sharing
mechanism (GSFS-CS) is the shuffle-based cost sharing mechanism

given by the shuffle rule gsfs-shuf.

Now we can get the reconstruction of gsfs-shuf. Compared to

the reconstruction of sfs-shuf, the only difference is that we use

the inverse of cd𝑖 to reposition the corresponding late arriving set.

Since cd0 and cd𝑖 are bijective, it can be easily verified that

gsfs-shuf is still bijective. Lemma 3.16 and Lemma 3.17 still hold

and I4EA can be obtained in the same approach; it can be directly

validated by noticing that those proofs only require players who

cannot be marginal player are inserted between the marginal player

and the related player. Hence, GSFS-CS is SF, OIR, and I4EA.

Theorem 4.4. For all 0-1 valued monotone cost sharing games,
GSFS-CS is OIR, I4EA, and SF.

5 EXTENSION TO GENERAL COST
FUNCTIONS

So far we have proposed a class of mechanisms satisfying all our

requirements on 0-1 valued monotone cost sharing games. In this

section, we show how GSFS-CS can be applied to general valued

monotone cost sharing games. According to [10], an online value

sharing mechanism on 0-1 valued monotone game can be extended

to general valued setting while maintaining the properties by the

following two steps: (1) decompose a general valued monotone

function into positive-weighted 0-1 valued monotone components

in an online fashion, and (2) run the mechanism simultaneously

on each component game and determine each player’s share as

the weighted sum of her shares from those games. We show that

GSFS-CS can be extended to general valued setting through greedy-

monotone decomposition (GM), which is an online decomposition

algorithm proposed in [10] and meets the requirements. Further-

more, this extended mechanism can satisfy SF, OIR, and I4EA on

any monotone cost sharing games.

Lemma 5.1. Given (𝑁, 𝑐, 𝜋), the output 𝐷 (𝑐) = {(𝑔𝑘 , 𝜇𝑘 )} of GM-
decomposition is a set of pairs where 𝑐 =

∑
𝑘 𝜇𝑘𝑔𝑘 . Note that {𝑔𝑘 } are

0-1 valued monotone functions and {𝜇𝑘 } are non-negative coefficients.

Now we propose the extended GSFS-CS based on GM formally.

The mechanism firstly does GM-decomposition on input cost func-

tion 𝑐 . Then it calculates the cost share in each 0-1 cost monotone

games by GSFS-CS and accumulates them with coefficients to be

the cost share in 𝑐 .

Definition 5.2. The extended generalized Shapley-fair cost
sharing mechanisms (eGSFS-CS) is defined by

¯𝜙𝑖 (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ) =
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 |𝑆 )
𝜇𝑘𝜙

GSFS−CS
𝑖 (𝑆, 𝑔𝑘 , 𝜋 |𝑆 )

where 𝜙GSFS−CS
𝑖

is the cost sharing policy of GSFS-CS.

The properties of eGSFS-CS are maintained and we prove them

below.

Theorem 5.3. eGSFS-CS is SF, OIR, and I4EA.

Proof. SF: Since the Shapley value satisfies additivity, we have

¯𝜙𝑖 (𝑁, 𝑐, 𝜋) =
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 )
𝜇𝑘𝜙

GSFS−CS
𝑖 (𝑁,𝑔𝑘 , 𝜋)

=
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 )
𝜇𝑘SV𝑖 (𝑔𝑘 ) = SV𝑖 (𝑐) .

OIR: Given 𝜋 , for any 𝑇, 𝑆 ⊑ 𝜋 with 𝑇 ⊆ 𝑆 , we have

¯𝜙𝑖 (𝑆, 𝑐 |𝑆 , 𝜋 |𝑆 ) =
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 |𝑆 )
𝜇𝑘𝜙

GSFS−CS
𝑖 (𝑆, 𝑔𝑘 , 𝜋 |𝑆 )

≤
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 |𝑇 )
𝜇𝑘𝜙

GSFS−CS
𝑖 (𝑇,𝑔𝑘 |𝑇 , 𝜋 |𝑇 ) = ¯𝜙𝑖 (𝑇, 𝑐 |𝑇 , 𝜋 |𝑇 ) .

I4EA: For 𝜋1 = [. . . , 𝑖, 𝑗, . . . ] and 𝜋2 = [. . . , 𝑗, 𝑖, . . . ], where only
adjacent 𝑖 and 𝑗 exchange, we have

¯𝜙𝑖 (𝑁, 𝑐, 𝜋1) =
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 )
𝜇𝑘 · 𝜙GSFS−CS𝑖 (𝑁,𝑔𝑘 , 𝜋1)

≤
∑︁

(𝑔𝑘 ,𝜇𝑘 ) ∈𝐷 (𝑐 )
𝜇𝑘 · 𝜙GSFS−CS𝑖 (𝑁,𝑔𝑘 , 𝜋2) = ¯𝜙𝑖 (𝑁, 𝑐, 𝜋2).

□

6 FUTUREWORK
There are several future directions worth investigation. For 0-1

valued monotone cost sharing games, one may consider character-

izing all mechanisms satisfying the desirable properties. Besides,

one player may bear the entire cost in a game. It is also important

(especially in practice) to look for a more fair cost allocation in

each arrival order. For general monotone cost sharing games, since

the time complexity of our decomposition is exponential, one may

consider designing polynomial time mechanisms.
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