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ABSTRACT
Multi-Agent Systems are composed of distributed intelligent compo-

nents, known as agents. In real-world scenarios, these agents often

lack sufficient resources or access to global system information

to achieve their objectives. In such cases, intelligent information

sharing can enable agents to collaborate effectively and reach their

goals. This work introduces the concept of Agreement Game as a
framework to address these challenges.
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1 INTRODUCTION
Multi-Agent Systems (MAS) are extensively used in domains such

as robotics, sensor networks, e-commerce, and smart grids [5, 7, 9].

These systems comprise autonomous agents that operate indepen-

dently, pursuing goals based on local knowledge and capabilities.

However, in many real-world scenarios, agents face constraints in

resources and information, limiting their ability to achieve objec-

tives effectively. While the distributed nature of MAS provides scal-

ability and fault tolerance, it also introduces significant challenges

in coordination and cooperation, particularly in environments char-

acterized by uncertainty, incomplete information, and dynamic

changes. Addressing these challenges requires robust mechanisms

for collaboration and intelligent information sharing. In this pa-

per, we present the Agreement Game (AG), a framework rooted

in the formal verification of MAS [1, 6, 8], with a particular focus

on settings involving imperfect information [4]. The AG models

agent interactions as a strategic process, enabling agents to share

information and collaborate effectively.

2 BACKGROUND
If 𝜌 = 𝑥1, 𝑥2, . . . is a (finite or infinite) sequence, we denote its length

as |𝜌 |, and its ( 𝑗-th) element 𝑥 𝑗 as 𝜌 𝑗 . For 𝑗 ≤ |𝜌 |, let 𝜌≥ 𝑗 be the

suffix 𝜌 𝑗 , 𝜌 𝑗+1 . . . of 𝜌 starting at 𝜌 𝑗 and 𝜌≤ 𝑗 the prefix 𝜌1, . . . , 𝜌 𝑗
of 𝜌 . We denote by #(𝑋 ) the cardinality of a given set 𝑋 . If 𝑋 is a

This work is licensed under a Creative Commons Attribution Inter-

national 4.0 License.

Proc. of the 24th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2025), Y. Vorobeychik, S. Das, A. Nowé (eds.), May 19 – 23, 2025, Detroit, Michigan,
USA.© 2025 International Foundation for Autonomous Agents andMultiagent Systems

(www.ifaamas.org).

set of sets 𝑋 = {𝑌1, 𝑌2, . . .}, we write
⋃
𝑋 for 𝑌1 ∪𝑌2 ∪ · · · . We use

a, b, c, . . . as variables for tuples of elements of a given set and a[𝑖]
to denote the (i-th) element of such a tuple.

Thanks to [3], we have a class of models that we can use as basis

to define agreements in the multi-agent setting.

Definition 2.1. A Resource Action Based CGS (RAB-CGS) is a

tuple𝑀 = ⟨𝐴𝑝,𝐴𝑔, 𝑆, 𝑠𝐼 , {𝑎𝑐𝑡𝑖 }𝑖∈𝐴𝑔, 𝑃, 𝑡, 𝐿, 𝑟, $⟩ such that:

• 𝐴𝑝 is a non-empty set of atomic propositions;

• 𝐴𝑔 = {1, . . . , 𝑛} is a finite set of agents;
• 𝑆 is a non-empty set of states and 𝑠𝐼 ∈ 𝑆 is the initial state;

• for any 𝑖 ∈ 𝐴𝑔, 𝑎𝑐𝑡𝑖 is a set of actions,𝐴𝐶𝑇 = Π𝑖∈𝐴𝑔𝑎𝑐𝑡𝑖 , and
𝑎𝑐𝑡 =

⋃
𝑖∈𝐴𝑔 𝑎𝑐𝑡𝑖 ;

• 𝑃 : 𝐴𝑔×𝑆 →(2𝑎𝑐𝑡\∅) is the protocol function that associates
to any agent 𝑖 and state 𝑠 a non-empty subset of 𝑎𝑐𝑡𝑖 repre-

senting the actions that are available for 𝑖 at 𝑠 . We impose

that the idle action ★ always belong to 𝑃 (𝑖, 𝑠) for any 𝑖;
• 𝑡 : 𝑆 × 𝐴𝐶𝑇 → 𝑆 is the transition function, that is given a

state 𝑠 and a tuple of actions a (where ∀𝑖 , a[𝑖] ∈ 𝑃 (𝑖, 𝑠)) such
function outputs a state 𝑠′;

• 𝐿 : 𝑆 → 2
𝐴𝑝

is the labelling function;

• 𝑟 ≥ 1 is a natural number (the number of resources types);

• $ : 𝑆 × 𝑎𝑐𝑡 ×𝐴𝐶𝑇 → N𝑟
is a function mapping a state 𝑠 , an

action 𝑎, and a tuple of actions a = ⟨𝑎1, . . . , 𝑎𝑛⟩ to a natural

number vector of length 𝑟 . We impose that 𝑎 is one of the 𝑎𝑖
composing a, and impose that $(𝑠,★, a) = 0.

A path 𝜌 is an infinite alternated sequence 𝑠1, a1, 𝑠2, . . . of states
and tuples in 𝐴𝐶𝑇 such that for all 𝑖 ≥ 1, 𝑡 (𝑠𝑖 , a𝑖 ) = 𝑠𝑖+1. If 𝜌 is a

path, we denote by 𝜌𝑆 the sub-sequence of 𝜌 only containing states.

If ℎ ∈ 𝑆+ is a finite sequence of states, we say that ℎ is a history
iff there is a path 𝜌 such that ℎ = 𝜌𝑆≤𝑖 for some 𝑖 ∈ N. We use 𝐻 to

denote the set of all histories. A (memoryful) strategy for an agent

𝑗 is a function 𝜎 𝑗 : 𝐻 → 𝑎𝑐𝑡 𝑗 , that maps a history to an action

𝑎 𝑗 ∈ 𝑎𝑐𝑡 𝑗 . Let 𝐶 be a subset of 𝐴𝑔, 𝑠 a state, and c be a tuple of

actions one for each agent in 𝐶 . We denote by 𝑃𝑜𝑠𝑡 (𝑠, c) the set of
states {𝑠′ ∈ 𝑆 | 𝑡 (𝑠, a) = 𝑠′ ∧ c is a sub-sequence of a}. We denote

with 𝑃𝐶 (𝑠) the set of tuples of actions that are available at 𝑠 for the
coalition 𝐶 . A path 𝜌 = 𝑠1, a1, 𝑠2 . . . is compatible with a strategy

𝜎 𝑗 if for every 𝑖 ≥ 1 it holds that 𝜎 𝑗 (𝜌𝑆≤𝑖 ) = a𝑖 [ 𝑗]. A joint strategy

𝜎𝐶 for 𝐶 is a tuple of strategies: one for each agent in 𝐶 . A path 𝜌

is compatible with a joint strategy 𝜎𝐶 if it is compatible with any

strategy 𝜎𝑖 composing the joint strategy. We denote with 𝑜𝑢𝑡 (𝑠, 𝜎𝐶 )
the set of all 𝜎𝐶 -compatible paths whose first element is 𝑠 .

In what follows, a bound b will be any element of N𝑟
. Let 𝑠 be a

state, a = ⟨𝑎1, . . . , 𝑎#(𝐴𝑔) ⟩ ∈ 𝐴𝐶𝑇 be a tuple of actions, such that for

all 𝑖 , a[𝑖] ∈ 𝑃 (𝑖, 𝑠) and c a sub-sequence of a. The cost of c in 𝑠 with
respect to a is given by: 𝑐𝑜𝑠𝑡 (𝑠, c, a) = ∑ |c |

𝑖=1
$(𝑠, c[𝑖], a). Let 𝜎𝐶 be a

strategy for the coalition𝐶 , 𝜌 = 𝑠1, a1, 𝑠2, . . . be a path in 𝑜𝑢𝑡 (𝑠, 𝜎𝐶 ),
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and b ∈ N𝑟
. We say that 𝜌 is b-consistent when for each natural

number 𝑛 ≥ 1, we have that:

∑𝑛
𝑘=1

𝑐𝑜𝑠𝑡 (𝑠𝑘 , 𝜎𝐶 (𝜌𝑆≤𝑘 ), a𝑘 ) ≤ b.
A strategy 𝜎𝐶 for a coalition 𝐶 is b-consistent whenever, for

every state 𝑠 , given any 𝜌 ∈ 𝑜𝑢𝑡 (𝑠, 𝜎𝐶 ), 𝜌 is b-consistent.

3 AGREEMENT GAMES
We introduce a simple model of information exchange. Suppose that

there are𝑛 agents 1, 2, . . . 𝑛, and that each agent can privately observe
a set of atomic propositions 𝐾1, 𝐾2, . . . , 𝐾𝑛 , respectively. Agents can

share with each other, via a communication channel, propositions
from such sets and eventually find an agreement. For instance, if
agent 1 possesses the proposition 𝑝 , she can offer it to agent 2 and

an exchange will take place if 2 offers her another proposition 𝑞

that 1 does not possess. The model keeps track of the exchanges

that have occurred: a state of the model will be identified with a set

of mutually disjoint agreements, where each agreement is a two-

element set containing a proposition to which one agent has private

access and another proposition to which another agent has private

access. Consider an agent 𝑖 and the set of atomic propositions 𝐾𝑖
to which the agent has access. In order to distinguish to which of

the agents in 𝐴𝑔 \ {𝑖} the agent 𝑖 offers a certain proposition 𝑝 , we

index the propositions in 𝐾𝑖 with elements of 𝐴𝑔 \ {𝑖}, obtaining a

set Σ𝑖 . The intuitive meaning of a proposition 𝑝 𝑗 ∈ Σ𝑖 is “the agent
𝑖 offers to the agent 𝑗 the proposition 𝑝 ∈ 𝐾𝑖 ”.

Definition 3.1. Let𝐴𝑔 = {1, . . . , 𝑛} be a finite set of agents and 𝐾𝑖
be a non-empty finite set of atomic propositions for any 𝑖 ∈ 𝐴𝑔. We

impose that for all 𝑖, 𝑗 ∈ 𝐴𝑔, 𝐾𝑖 ∩ 𝐾𝑗 = ∅ whenever 𝑖 ≠ 𝑗 . For any

𝑖 ∈ 𝐴𝑔 we define: Σ𝑖 =
⋃

𝑗∈ (𝐴𝑔\{𝑖 }) {𝑝 𝑗 | 𝑝 ∈ 𝐾𝑖 } and we denote

with Σ the set

⋃
𝑖∈𝐴𝑔 Σ𝑖 . We say that a two-elements set {𝑥,𝑦} ⊆ Σ

is a Σ-agreement iff for some 𝑗 and 𝑖 in 𝐴𝑔 we have that 𝑥 ∈ Σ 𝑗 ,

𝑥 is of the form 𝑝𝑖 , 𝑦 ∈ Σ𝑖 , 𝑦 is of the form 𝑞 𝑗 and 𝑗 ≠ 𝑖 . A set 𝑋

of Σ-agreements is Σ-balanced iff 𝑋 = ∅ or it holds that 𝑌 ∩ 𝑍 = ∅
for all distinct 𝑌, 𝑍 ∈ 𝑋 . We denote by AΣ the set of Σ-agreements

and by BΣ the set of balanced sets of Σ-agreements. If 𝑋 is a set of

Σ-agreements, 𝑍 ⊆ Σ, and for all {𝑥,𝑦} ∈ 𝑋 , 𝑥 ∈ 𝑍 , and 𝑦 ∈ 𝑍 , we
say that 𝑋 is a set of Σ-agreements over 𝑍 .

The following two technical propositions will be used to ensure

that the transition function of our AGs is well-defined.

Proposition 3.2. If𝑋 and𝑌 are two Σ-balanced sets and either (i)
𝑋 ⊆ 𝑌 or (ii) 𝑌 ⊆ 𝑋 or (iii) for every𝑈 ∈ 𝑋 and𝑊 ∈ 𝑌 ,𝑈 ∩𝑊 = ∅;
then 𝑋 ∪ 𝑌 is a Σ-balanced set.

Proof. The case (i) (resp., (ii)) is immediate because 𝑋 ∪ 𝑌 is

equal to 𝑌 (resp., 𝑋 ) and such a set is Σ-balanced by hypothesis. By

definition, a Σ-balanced set is a (eventually empty) set of mutually

disjoint Σ-agreements. Thus, if the hypothesis of (iii) is true, then

given any 𝑃 and𝑄 in𝑋 ∪𝑌 , 𝑃 and𝑄 are Σ-agreements. Moreover if

𝑃 ≠ 𝑄 , then they either both belong to𝑋 (resp.,𝑌 ), or one belongs to

𝑋 and the other to𝑌 . In any case 𝑃∩𝑄 = ∅ andwe can conclude. □

In our AGs, a state of the game is identified with a set of mu-

tually disjoint agreement, representing the information exchange

occurred so far. Agents move from one state to another by offering

to each other propositions: they can move to a state where new

pairs of information exchange took place, i.e., the actions of an

agent 𝑖 will be modeled as propositions belonging to the set Σ𝑖 . To

assure that by making actions the agents always moves from a set

of mutually disjoints agreements to another, we need the following.

Proposition 3.3. Let 𝑋 ∈ BΣ and 𝑌 ⊆ Σ. Suppose that 𝑌 =

{𝑦1, . . . , 𝑦𝑛} and for each 𝑖 ≤ 𝑛, (i) 𝑦𝑖 ∈ Σ𝑖 and, (ii) there is no
Σ-agreement 𝑍 ∈ 𝑋 such that 𝑦𝑖 ∈ 𝑍 ; then there is a maximal
(with respect to inclusion) Σ-balanced set𝑊 whose members are Σ-
agreements over 𝑌 such that𝑊 ∪ 𝑋 ∈ BΣ.

Proof. By Definition 3.1, and by (i) given any 𝑥 ∈ 𝑌 there

is at most one 𝑦 ∈ 𝑌 such that {𝑥,𝑦} is Σ-agreement. In fact, if

𝑥 = 𝑞𝑖 ∈ Σ 𝑗 we can have that {𝑥,𝑦} is a Σ-agreement if and only if

𝑦 is of the form 𝑞 𝑗 and belongs to Σ𝑖 . Thus, let𝑊 be the set of all

Σ-agreements over 𝑌 . If𝑊 is empty, then we are done. Otherwise,

𝑊 is a Σ-balanced set, since it contains only mutually disjoints

Σ-agreements. Moreover, by hypothesis (ii), given any 𝑃 and 𝑍 ,

such that 𝑃 ∈𝑊 and 𝑍 ∈ 𝑋 , 𝑃 ∩ 𝑍 = ∅. Thus, by Proposition 3.2,

we can conclude that𝑊 ∪ 𝑋 is Σ-balanced. □

Given a set of proposition 𝑃 ⊆ Σ, we denote by 𝑃 |𝑖 = {𝑞 | 𝑞 ∈ Σ𝑖 }.
We now have all the ingredients to define Agreement Games.

Definition 3.4. Given a RAB-CGS𝑀 = ⟨𝐴𝑝,𝐴𝑔, 𝑆, 𝑠𝐼 , {𝑎𝑐𝑡𝑖 }𝑖∈𝐴𝐺 ,
𝑃, 𝑡, 𝐿, 𝑟, $⟩, we say that𝑀 is an Agreement Game whenever:

(1) 𝐴𝑝 =Σ; 𝐴𝑔= {1, . . . , 𝑛}; 𝑆 =BΣ and 𝑠𝐼 ∈𝑆 ; 𝑎𝑐𝑡𝑖 =Σ𝑖∪{★};
(2) 𝑃 (𝑖, 𝑠) = (Σ𝑖 \ (

⋃
𝑠) |𝑖 ) ∪ {★}, given a state 𝑠 , an action 𝑎𝑖 is

either an atomic proposition in Σ𝑖 that does not appear in
one of the agreements composing 𝑠 , or it is the idle action ★;

(3) if a = ⟨𝑎1, . . . , 𝑎𝑛⟩ and for all 𝑖 ≤ 𝑛, a[𝑖] ∈ 𝑎𝑐𝑡𝑖 , then the

transition function is defined by: 𝑡 (𝑠, a) = (𝑠 ∪ 𝑋 ) where 𝑋
is the maximal (w.r.t. inclusion) balanced set over the set of

a[𝑖] that are propositions such that 𝑠 ∪𝑋 is balanced. Such a

set always exists by the fact that the empty-set is Σ-balanced
and by Proposition 3.3. Note that, if a only contains idle

actions, then the definition implies 𝑡 (𝑠, a) = 𝑠;
(4) 𝐿(𝑠) is the identity function on

⋃
𝑠;

(5) given a state 𝑠 , an action 𝑎, and a tuple of actions a, such that

𝑎 = a[ 𝑗] for some 𝑗 , we have that $(𝑠, 𝑎, a) > 0 iff there is a

𝑘 ≠ 𝑗 such that {𝑎, a[𝑘]} is a Σ-agreement.

Condition 5 says that the cost of an action for an agent 𝑖 in a state

𝑠 depends upon what other agents do at 𝑠 . The intuition is that an

agent has to pay some amount of resources only if a communication

channel with another agent is open. Opening this channel depends

upon the concomitant action of two agents.

Remark that, thanks to our framework, we can ensure sharing

agreements between agents, which can be established during a

preprocessing phase before the MAS starts its execution.

4 CONCLUSIONS AND FUTUREWORKS
In this paper, we introduced the Agreement Game (AG) framework

to enable advanced information sharing among distributed agents

with imperfect knowledge of the MAS. We formalised AG using

concurrent game principles and defined how agents can reach agree-

ments within such structures. Future work will explore applying

AG to address information-sharing challenges in MAS. A key ap-

plication is Runtime Verification [2] in distributed systems, where

monitors with limited resources can use AG to collaborate and

verify formal properties at runtime.

Extended Abstract  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

2453



REFERENCES
[1] Rajeev Alur, Thomas A. Henzinger, and Orna Kupferman. 2002. Alternating-time

temporal logic. J. ACM 49, 5 (2002), 672–713. https://doi.org/10.1145/585265.

585270

[2] Ezio Bartocci, Yliès Falcone, Adrian Francalanza, and Giles Reger. 2018. Introduc-

tion to Runtime Verification. In Lectures on Runtime Verification - Introductory and
Advanced Topics, Ezio Bartocci and Yliès Falcone (Eds.). Lecture Notes in Computer

Science, Vol. 10457. Springer, 1–33. https://doi.org/10.1007/978-3-319-75632-5_1

[3] Davide Catta, Angelo Ferrando, and Vadim Malvone. 2024. Resource Action-Based

Bounded ATL: A New Logic for MAS to Express a Cost Over the Actions. In

PRIMA 2024: Principles and Practice of Multi-Agent Systems - 25th International
Conference, Kyoto, Japan, November 18-24, 2024, Proceedings (Lecture Notes in
Computer Science, Vol. 15395), Ryuta Arisaka, Víctor Sánchez-Anguix, Sebastian
Stein, Reyhan Aydogan, Leon van der Torre, and Takayuki Ito (Eds.). Springer,

206–223. https://doi.org/10.1007/978-3-031-77367-9_16

[4] Davide Catta, Angelo Ferrando, and Vadim Malvone. 2025. Reasoning about

Decidability of Strategic Logics with Imperfect Information and Perfect Recall

Strategies. J. Artif. Intell. Res. (2025), to appear.

[5] Abhinav Dahiya, Alexander Mois Aroyo, Kerstin Dautenhahn, and Stephen L.

Smith. 2023. A survey of multi-agent Human-Robot Interaction systems. Robotics
Auton. Syst. 161 (2023), 104335. https://doi.org/10.1016/J.ROBOT.2022.104335

[6] Alessio Lomuscio and Franco Raimondi. 2006. Model checking knowledge, strate-

gies, and games in multi-agent systems. In 5th International Joint Conference on
Autonomous Agents and Multiagent Systems (AAMAS 2006), Hakodate, Japan, May
8-12, 2006, Hideyuki Nakashima, Michael P. Wellman, Gerhard Weiss, and Peter

Stone (Eds.). ACM, 161–168. https://doi.org/10.1145/1160633.1160660

[7] Ghezlane Halhoul Merabet, Mohammed Essaaidi, Hanaa Talei, Mohamed Riduan

Abid, Nacer Khalil, Mohcine Madkour, and Driss Benhaddou. 2014. Applications

of Multi-Agent Systems in Smart Grids: A survey. In 4th International Conference
on Multimedia Computing and Systems, ICMCS 2014, Marrakech, Morocco, April
14-16, 2014. IEEE, 1088–1094. https://doi.org/10.1109/ICMCS.2014.6911384

[8] Fabio Mogavero, Aniello Murano, Giuseppe Perelli, and Moshe Y. Vardi. 2014.

ReasoningAbout Strategies: On theModel-Checking Problem. ACMTrans. Comput.
Log. 15, 4 (2014), 34:1–34:47. https://doi.org/10.1145/2631917

[9] Jörg P. Müller and Klaus Fischer. 2014. Application Impact of Multi-agent Systems

and Technologies: A Survey. In Agent-Oriented Software Engineering - Reflections
on Architectures, Methodologies, Languages, and Frameworks, Onn Shehory and

Arnon Sturm (Eds.). Springer, 27–53. https://doi.org/10.1007/978-3-642-54432-3_3

Extended Abstract  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

2454

https://doi.org/10.1145/585265.585270
https://doi.org/10.1145/585265.585270
https://doi.org/10.1007/978-3-319-75632-5_1
https://doi.org/10.1007/978-3-031-77367-9_16
https://doi.org/10.1016/J.ROBOT.2022.104335
https://doi.org/10.1145/1160633.1160660
https://doi.org/10.1109/ICMCS.2014.6911384
https://doi.org/10.1145/2631917
https://doi.org/10.1007/978-3-642-54432-3_3

	Abstract
	1 Introduction
	2 Background
	3 Agreement Games
	4 Conclusions and Future Works
	References



