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ABSTRACT
A Latin square is an 𝑛 × 𝑛 matrix filled with 𝑛 distinct symbols,

each appearing exactly once in each row and column. We intro-

duce a problem of allocating 𝑛 indivisible items among 𝑛 agents

over 𝑛 rounds while satisfying the Latin square constraint. This

constraint ensures that each agent receives no more than one item

per round and receives each item at most once. Each agent has an

additive valuation on the item–round pairs. Real-world applications

like scheduling, resource management, and experimental design re-

quire the Latin square constraint to satisfy fairness or balancedness

in allocation. Our goal is to find a partial or complete allocation

that maximizes the sum of the agents’ valuations (utilitarian social

welfare) or the minimum of the agents’ valuations (egalitarian so-

cial welfare). For maximizing utilitarian social welfare, we prove

NP-hardness even when the valuations are binary additive. We

then provide (1 − 1/𝑒) and (1 − 1/𝑒)/4-approximation algorithms

for partial and complete settings, respectively. Additionally, we

present fixed-parameter tractable (FPT) algorithms with respect to

the order of Latin square and the optimum value for both partial

and complete settings. For maximizing egalitarian social welfare,

we establish that deciding whether the optimum value is at most 1

or at least 2 is NP-hard for both the partial and complete settings,

even when the valuations are binary. Furthermore, we prove that

checking the existence of a complete allocation satisfying each of

envy-free, proportional, equitable, envy-free up to any good, pro-

portional up to any good, or equitable up to any good is NP-hard,

even when the valuations are identical.
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Figure 1: Examples of complete and partial Latin squares

1 INTRODUCTION
Allocating indivisible resources fairly and efficiently is crucial in

many practical scenarios, such as scheduling sightseeing for multi-

ple groups visiting various locations or assigning shifts to medical

professionals.

In this paper, we introduce the problem of allocating 𝑛 indi-

visible items among 𝑛 agents over 𝑛 rounds, ensuring that each

agent receives each item once. This problem can be regarded as an

allocation problem under a Latin square constraint.
The notion of indivisible item allocation constrained by a Latin

square provides a systematic and effective method for distributing

tasks or resources in many real-world contexts. A Latin square is a

mathematical configuration in which each element occurs exactly

once in each row and each column of a grid, thus preventing any

repetition within the same context (see Figure 1). Various domains,

such as job scheduling, school timetabling, resource allocation op-

timization in computing systems, and event seating arrangement

structuring, utilize this constraint. See the full version of this pa-

per [4] for more details on examples of applications.

A complete Latin square of order 𝑛 is an 𝑛 × 𝑛 array filled with

𝑛 different symbols, each occurring exactly once in each row and

exactly once in each column. A partial Latin square is the case

where some cells may be empty. Figure 1 illustrates one example of

complete Latin squares and two examples of partial Latin squares.

In our setting, rows correspond to items, columns correspond

to rounds, and symbols correspond to agents. The structure of the

Latin square ensures that no item is allocated to multiple agents in

each round, each agent receives at most one item per round, and

no agent receives the same item more than once.

Suppose that each agent 𝑖 has a valuation 𝑣𝑖 𝑗𝑘 for each pair of

item 𝑗 and round 𝑘 . The utility of agent 𝑖 is defined as the sum of

the valuations that they receive. We investigate the computational

complexities of finding a partial or complete allocation under the

Latin square constraint that maximizes social welfare. We call this

problem the Latin square allocation (LSA) problem. As the measure

of social welfare, we employ two settings: utilitarian social welfare

and egalitarian social welfare. Utilitarian social welfare is defined

as the sum of the utilities of the agents, while egalitarian social

welfare is defined as the minimum of the utilities of the agents.
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2 MODEL
For a positive integer 𝑛, we denote the set {1, 2, . . . , 𝑛} by [𝑛]. In
this paper, we address the problem of assigning 𝑛 items to 𝑛 agents

over 𝑛 rounds, which we refer to LSA problem. Let 𝑁 = [𝑛] be the
set of agents, 𝑀 = [𝑛] be the set of items, and 𝑅 = [𝑛] be the set
of rounds. An allocation 𝐴 is a subset of triplets 𝑁 ×𝑀 × 𝑅 where

(𝑖, 𝑗, 𝑘) ∈ 𝐴 means that agent 𝑖 ∈ 𝑁 receives item 𝑗 ∈ 𝑀 in round

𝑘 ∈ 𝑅. An allocation 𝐴 is feasible if

(i) each agent receives at most one item per round,

(ii) no item is allocated to multiple agents in each round, and

(iii) no agent receives the same item more than once.

For a feasible allocation 𝐴, we write 𝐴( 𝑗, 𝑘) to denote the agent

who receives item 𝑗 ∈ 𝑀 in round 𝑘 ∈ 𝑅 if such an agent exists

and 𝐴( 𝑗, 𝑘) = ⊥ if no such agent exists. We will call a pair of an

item and a round a cell. Additionally, we will denote by 𝐴𝑖 the set

{( 𝑗, 𝑘) ∈ 𝑀 × 𝑅 : 𝐴( 𝑗, 𝑘) = 𝑖}. A feasible allocation where each

agent receives each item exactly once (i.e., |𝐴| = 𝑛2) is called a

complete allocation. Note that a (complete) allocation corresponds

to a (complete) Latin square. We will refer to a feasible allocation

that is not necessarily complete as partial.
Each agent 𝑖 ∈ 𝑁 gets a non-negative integer value of 𝑣𝑖 𝑗𝑘 ∈ Z+

when receiving item 𝑗 ∈ 𝑀 in round 𝑘 ∈ 𝑅. We say that the

valuations are binary if 𝑣𝑖 𝑗𝑘 ∈ {0, 1} for all 𝑖 ∈ 𝑁 , 𝑗 ∈ 𝑀 , and 𝑘 ∈ 𝑅.

Additionally, we say that the valuations are identical if 𝑣𝑖 𝑗𝑘 = 𝑣𝑖′ 𝑗𝑘
for all 𝑖, 𝑖′ ∈ 𝑁 , 𝑗 ∈ 𝑀 , and 𝑘 ∈ 𝑅. For 𝑆 ⊆ 𝑀×𝑅, let 𝑣𝑖 (𝑆) denote the
value

∑
( 𝑗,𝑘 ) ∈𝑆 𝑣𝑖 𝑗𝑘 . The utilitarian social welfare and the egalitarian

social welfare of a feasible allocation 𝐴 is defined as

∑
𝑖∈𝑁 𝑣𝑖 (𝐴𝑖 )

and min𝑖∈𝑁 𝑣𝑖 (𝐴𝑖 ), respectively. We call an allocation 𝐴 Umax and

Emax if it maximizes utilitarian social welfare and egalitarian social

welfare, respectively.

The complete Umax LSA problem is a problem of finding a com-

plete allocation that maximizes utilitarian social welfare. This prob-

lem can be represented as the following integer linear programming

(ILP):

max

∑
𝑖∈𝑁

∑
𝑗∈𝑀

∑
𝑘∈𝑅 𝑣𝑖 𝑗𝑘𝑥𝑖 𝑗𝑘

s.t.

∑
𝑖∈𝑁 𝑥𝑖 𝑗𝑘 = 1 (∀𝑗 ∈ 𝑀, 𝑘 ∈ 𝑅),∑
𝑗∈𝑀 𝑥𝑖 𝑗𝑘 = 1 (∀𝑘 ∈ 𝑅, 𝑖 ∈ 𝑁 ),∑
𝑘∈𝑅 𝑥𝑖 𝑗𝑘 = 1 (∀𝑖 ∈ 𝑁, 𝑗 ∈ 𝑀),

𝑥𝑖 𝑗𝑘 ∈ {0, 1} (∀𝑖 ∈ 𝑁, 𝑗 ∈ 𝑀, 𝑘 ∈ 𝑅),

(1)

where 𝐴 = {(𝑖, 𝑗, 𝑘) ∈ 𝑁 × 𝑀 × 𝑅 : 𝑥𝑖 𝑗𝑘 = 1} corresponds to

a complete allocation. The partial Umax LSA problem involves

finding a partial allocation that maximizes utilitarian social welfare.

This can be formulated as an ILP similar to (1), except that the

equalities in the constraints are replaced with inequalities (less

than or equal to). We define the partial and complete Emax LSA

problems in a similar manner.

Example 2.1. Suppose that 𝑛 = 2, 𝑣1,1,1 = 𝑣2,2,2 = 1, and 𝑣1,1,2 =

𝑣1,2,1 = 𝑣1,2,2 = 𝑣2,1,1 = 𝑣2,1,2 = 𝑣2,2,1 = 0. Then, the Umax value is 2,

and the Emax value is 1 for the partial LSA problem, achieved by the

partial allocation {(1, 1, 1), (2, 2, 2)}. On the other hand, there are

only two complete allocations: {(1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1)}
and {(1, 1, 2), (1, 2, 1), (2, 1, 1), (2, 2, 2)}. Both of these complete al-

locations have a utilitarian social welfare of 1 and an egalitarian

social welfare of 0.

3 RESULTS
We provide the following algorithmic results.

Theorem 3.1. There exists a (1 − 1/𝑒)-approximation algorithm
for the partial Umax LSA problem, and a (1 − 1/𝑒)/4-approximation
algorithm for the complete Umax LSA.

This result is based on techniques developed for the Latin square

extension problem [2] and the separable assignment problem [1].

The algorithm constructs a configuration LP and then solves it

using the ellipsoid method [3]. Finally, it rounds the solution by

applying a contention resolution scheme.

Theorem 3.2. There exist FPT algorithms with respect to 𝑛 whose
computational complexity is 𝑒𝑂 (𝑛2

log𝑛) for the LSA problems of
partial/complete Umax/Emax.

Theorem 3.3. There exist FPT algorithms with respect to the Umax
value for both the partial and complete LSA problems.

Moreover, we present various results on the NP-hardness of

finding desirable allocations.

Theorem 3.4. When the valuations are binary, deciding whether
there exists a complete allocation𝐴 such that 𝑣𝑖 𝑗𝑘 = 1 for all (𝑖, 𝑗, 𝑘) ∈
𝐴 is strongly NP-complete. Moreover, when the valuations are binary,
computing a partial or complete allocation that satisfies each of Umax,
Emax, non-wastefulness, or Pareto optimality is strongly NP-hard.

Theorem 3.5. Even when the valuations are binary, deciding
whether the Emax value is 1 or 2 is strongly NP-hard for both the
partial and complete LSA problems. Furthermore, deciding whether
the Umax value is at least 2𝑛 or less is strongly NP-hard.

Theorem 3.6. There exists an approximation-preserving reduction
from the max-min fair allocation problem to the Emax LSA problem.

Theorem 3.7. Even when the valuations are identical, checking
the existence of a complete allocation in an LSA problem that satisfies
each of EF, PROP, EQ, EFX, EQX, and PROPX is strongly NP-complete.
Moreover, even when the valuations are identical, checking whether
the Emax value of a complete LSA problem is at least a certain value
is also strongly NP-complete.
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