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ABSTRACT
We propose an efficient knowledge transfer approach for model-
based reinforcement learning, addressing the challenge of deploy-
ing large world models in resource-constrained environments. Our
method distills a high-capacity multi-task agent (317M parameters)
into a compact 1M parameter model, achieving state-of-the-art
performance on the MT30 benchmark with a normalized score of
28.45, a substantial improvement over the original 1M parameter
model’s score of 18.93. This demonstrates the ability of our dis-
tillation technique to consolidate complex multi-task knowledge
effectively. Additionally, we apply FP16 post-training quantization,
reducing the model size by 50% while maintaining performance.
Our work bridges the gap between the power of large models and
practical deployment constraints, offering a scalable solution for ef-
ficient and accessible multi-task reinforcement learning in robotics
and other resource-limited domains.
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1 INTRODUCTION
Reinforcement learning (RL) has achieved significant progress in di-
verse domains, yet it remains challenging to efficiently train agents
for multiple tasks in resource-constrained environments. Model-
based RL approaches, such as TD-MPC2 [2], leverage large world
models for superior performance and generalization but require
substantial computational resources, limiting real-world applica-
bility. Our work addresses this by focusing on optimizing large
model-based RL agents for efficient multi-task learning through
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knowledge distillation and model compression. Specifically, we
transfer knowledge from high-capacity TD-MPC2 models to com-
pact 1M parameter backbones suitable for deployment in resource-
limited scenarios. Our method builds on traditional teacher-student
distillation [1, 3, 5, 6, 8] and incorporates quantization techniques
[4], creating a training recipe for lightweight RL models. Using
the MT30 benchmark [2, 7], our FP16-quantized model achieves
state-of-the-art performance (28.45 normalized score), surpassing
the original model (+48.5%) and outperforming models trained from
scratch (+2.77%).

2 METHODS
Our approach employs a teacher-student distillation framework,
adapting it to the specific challenges of model-based RL (Figure 1).

The 317M-parameter TD-MPC2 model servers as the teacher,
representing the largest available checkpoint from the TD-MPC2
[2], and the respective 1M-parameter checkpoint serves as the
student.

We build upon the original TD-MPC2 loss functions (consistency,
reward, and value losses) by introducing an additional reward dis-
tillation loss. This new loss is computed as the mean squared error
(MSE) between the rewards predicted by the teacher and student
models:

𝐿distill =MSE(𝑅teacher (𝑠, 𝑎), 𝑅student (𝑠, 𝑎))

where 𝑅teacher and 𝑅student are the reward predictions of the teacher
and student models, respectively.

An additional reward distillation coefficient (d_coef ) is intro-
duced to balance the original TD-MPC2 loss with our new distilla-
tion loss:

𝑡𝑜𝑡𝑎𝑙_𝑙𝑜𝑠𝑠 = 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙_𝑙𝑜𝑠𝑠 + 𝑑coef ∗ 𝑑𝑖𝑠𝑡𝑖𝑙𝑙𝑎𝑡𝑖𝑜𝑛_𝑙𝑜𝑠𝑠

The d_coef acts as a hyperparameter controlling the influence of
the teacher model’s knowledge on the student model’s learning
process. We empirically find that values close to 0.5 yield the best
results, with 0.4 being optimal for most training setups (Table 1).

The normalized score is used as our primary evaluation metric,
consistent with [2]. Each task is scored on a scale of 1 to 1000, with
the average sum divided by the number of tasks, resulting in a final
range of 1-100.

We begin with a 317M parameter TD-MPC2 model checkpoint
pretrained on the MT30 dataset and distill it into a 1M parameter
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Figure 1: Our distillation approach consists of two main loss
function components: the original loss from TD-MPC2 (in
red), calculated as a linear combination of consistency, re-
ward, and value losses (𝛼 denotes a scaling coefficient for
each respective loss); and the distillation loss (in teal) that
calculates MSE between student’s (green) and teacher’s (blue)
rewards produced from inferring the same sample’s state-
action pair. The total loss is a linear combination of both
losses, with the distillation loss scaled by the d_coef. In our
scenario, the student is trainable while the teacher’s weights
are frozen.

student model using our proposed distillation approach, incorpo-
rating a reward distillation loss. To evaluate the effects of extended
distillation, we experiment with periods ranging from 200,000 to
1,000,000 steps and varying batch sizes.

To enhance scalability for resource-constrained deployments,
we apply FP16 post-training quantization.

For the MT30 benchmark, we utilize the full available dataset
of 690,000 episodes (345,690,000 transitions). We conduct our ex-
periments on a desktop PC with a single RTX 3060 GPU (12GB
VRAM).

3 RESULTS
Short-term distillation results showed a significant improvement
over the baseline. The distilled model with d_coef = 0.4 achieved a
normalized score of 17.85, compared to the baseline score of 14.04,
representing a 27.1% improvement. Extended distillation yielded
similar results. The distilled model (d_coef = 0.45) achieved a nor-
malized score of 28.12, compared to the model trained from scratch
with a score of 27.36, representing a 2.77% improvement. Quan-
tizing the model with FP16 further improves the performance to
28.45.

Distillation with a batch size of 256 offers an optimal balance of
performance, efficiency, and hardware compatibility (Table 2).

Comparing distillation from different teacher model sizes re-
vealed the value of using a larger, more knowledgeable teacher
model. Distillation from the 48M parameter teacher resulted in a

Table 1: Impact of d_coef on student’s performance: 200K
distillation steps with 317M parameter teacher and batch size
of 256.

Distillation coefficient Normalized score

0.05 13.61
0.25 14.49
0.4 17.85
0.55 16.08
0.6 14.83
0.9 13.79

Table 2: Results of different setups of 1M-parameter model
distillation vs training from scratch on MT30 benchmark.

Method Batch size Training steps, # Score

distill 128 200K 17.37
from scratch 256 200K 14.04
distill 256 200K 17.85
from scratch 1024 200K 18.7
distill 1024 200K 18.11
from scratch 1024 337k 26.94
distill 1024 337K 25.44
from scratch 256 1M 27.36
distill 256 1M 28.12

score of 13.61, while distillation from the 317M parameter teacher
achieved 17.85, representing a 31.2% relative improvement.

Our experiments reveal that incorporating next-state latent distil-
lation alongside reward distillation presents a significant challenge
due to the dimensional mismatch between teacher (1376-dim) and
student (128-dim) models. We attempted to apply linear projection
and PCA as ways to bridge such mismatch. However, that intro-
duced substantial information loss and led to poor generalization.
Linear projection yielded a normalized score of 7.69, while PCA
marginally improved to 8.78, but both underperformed compared
to reward-only distillation (17.85).

In contrast, reward distillation directly aligns with task-specific
performance, simplifying the learning process and enabling better
outcomes, particularly in reward-oriented tasks like pendulum-
swingup or cup-catch.

4 CONCLUSION
Our work demonstrates the potential of combining knowledge dis-
tillation and quantization to develop efficient, deployable multi-task
RL agents, significantly reducing model size while maintaining per-
formance. However, key limitations remain, including the need
for real-world deployment on hardware platforms, the reliance on
high-capacity teacher models, and the narrow focus on the MT30
benchmark. Despite these challenges, our approach lays a founda-
tion for scaling RL models to resource-constrained environments,
paving the way for more accessible and practical multi-task RL
systems.
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