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ABSTRACT
We introduce and discuss themechanism of the influence of external

signals on the perception of benevolence, one of the components

of trust of an agent in a MAS. The model presented in this paper is

illustrated by a simulation experiment.
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1 INTRODUCTION
Trust is a fundamental factor in establishment and maintenance of

interpersonal relations and relationships between humans and in-

stitutions [3]. The main objective of our project is to create a model

of the dynamics of trustworthiness in MAS agents in response to

external signals about these agents and their actions. This effort

consisted of two parts: first, the development of a model for up-

dating the belief base in response to external signals; second, the

development of a model for updating the evaluation of the compo-

nents of trust based on the updated belief base. Here we focus on

a comprehensive analysis of one of the components of trust and

prepare the grounds for the analysis of its other elements. Usually

(e.g. [2, 5]), trustworthiness is defined by its three components:

competence, benevolence, and integrity. In this work we focus on

the modeling of the dynamics of benevolence, because it is the most

complex and difficult to represent element of trustworthiness.

2 THE COMPLEX NATURE OF
TRUSTWORTHINESS

For the definition of trustworthiness, we rely on the analysis of [1].

They strictly distinguish between trust and trustworthiness: trust is

a property of the trustor (towards a trustee), while trustworthiness
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is a property of the trustee. Trust is built on the basis of trustwor-

thiness, personality of the trustor, the plausibility gap (presence

or lack of evidence), etc. In our model, the trustworthiness of a

trustee is the competence, benevolence and integrity of the trustee

evaluated by the trustor. Combining the definitions of both [5, 6],

the essence of benevolence is to do good things for the trustor, even

though it is not necessarily beneficial to the trustee.

3 THE MODEL
Static model. Our model of the concept of benevolence will be

constructed on the basis of some concepts of value-based reasoning

from [10].We are going to use values as the central concept allowing
for representation of the agents’ goals. The key assumption is that

every goal, understood as a particular state of affairs to be reached,

satisfies (promotes or demotes) some values to a certain extent.

Therefore, the comparison between goals will be based on the

levels of satisfaction of values. The initial version of the static

model of benevolence was introduced in [4, 9]. Below we present

its improved version.

• Let𝑉 = {𝑣𝑎, 𝑣𝑏 , 𝑣𝑐 , ...} be a set of values and𝐴 = {𝑎𝑇 , 𝑎𝑝 , 𝑎𝑞, ...}
be a set of agents. Suppose that agent 𝑎𝑇 is a trustor and 𝑎𝑝
and 𝑎𝑞 are trustees.

• Let 𝑃𝑎𝑝 = {𝑆𝑃1𝑎𝑝 , 𝑆𝑃
2

𝑎𝑝
, ..., 𝑆𝑃𝑛𝑎𝑝 } be the plan of agent 𝑎𝑇 to

be executed by Trustee 𝑎𝑝 consisting of a set of subplans. By

𝑃 we denote a set of all plans.

• Let 𝑔𝑆𝑃𝑎𝑇 be a proposition representing an atomic goal of a

particular subplan 𝑆𝑃 of agent 𝑎𝑇 in a particular moment of

time. By𝐺𝑃
𝑎𝑇

we denote a set of goals in plan 𝑃 .𝐺 denotes a

set of all goals
1
.

• Let Φ𝑣 : 𝐴 × 2
𝐺 → ⟨0; 1) be a function returning the level of

satisfaction of value 𝑣 by a subset of 𝐺 in the eyes of agent

𝑎. Let Φ = {Φ𝑣𝑎 ,Φ𝑣𝑏 , ...} be a set of all functions Φ𝑣 .

Note that the agent (trustee) may have a different attitude towards

values, and the trustee’s willingness to demote their goals to support

the trustor’s ones, is the possibility to demote a set of values, each

of which can have a different threshold:

Definition 1. Let Γ : 𝐴 ×𝑉 → ⟨0; 1) be a function representing
benevolence for every agent. It returns the maximal acceptable levels
of the demotion of values’ from set 𝑉 w.r.t initial goal of an agent
𝑎 ∈ 𝐴

1
Note that one plan may satisfy multiple goals and different plans may achieve the

same goals, perhaps at different costs
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By Γ𝑎𝑇 (𝑎𝑝 , 𝑣𝑚) we denote the evaluation of benevolence of agent
𝑎𝑝 w.r.t. value 𝑣𝑚 made by agent 𝑎𝑇 .

A trustor assumes that a trustee can accept a new goal only if

for every value, a new goal does not demote the value to a higher

extent than the benevolence level allows.

Definition 2. Let𝐺
𝑃𝑎𝑝
𝑎𝑝 be a set of goals of an initial plan of agent

𝑎𝑝 . A new plan 𝑃 ′𝑎𝑝 will be acceptable for agent 𝑎𝑝 and agent 𝑎𝑝 will
be sufficiently benevolent for adopting this plan in the view of trustor

𝑎𝑇 , if: m∀𝑣𝑥 ∈𝑉 (Φ𝑣𝑥 (𝑎𝑝 ,𝐺
𝑃𝑎𝑝
𝑎𝑞 ) < (Γ𝑎𝑇 (𝑎𝑝 , 𝑣𝑥 ) + Φ𝑣𝑥 (𝑎𝑝 ,𝐺

𝑃 ′
𝑎𝑝

𝑎𝑝 )))
By 𝐵𝐸𝑁 (𝑎𝑝 , 𝑃 ′𝑎𝑝 ) we denote that agent 𝑎𝑝 is sufficiently benevolent
for performing plan 𝑃 ′𝑎𝑝 .

The model introduced in this section allows for finding which

of the potential trustees are sufficiently benevolent to fulfill the

delegated task.

Trustworthiness dynamics. For the sake of this work, as an ex-

ternal signal we treat any information the agent receives from the

environment. For the sake of simplicity, we do not discuss the topic

of behavior consistency and source selection in this paper (but we

are aware of it), but rather assume that the process of selection is

done and that we have two types of signals (messages):

• 𝑆𝑈𝐶𝐶𝑎𝑝 is a one-element set containing the recent plan

of which the trustor knows that it has been successfully

performed by agent 𝑎𝑝 .

• 𝐹𝐴𝐼𝐿𝑎𝑝 is a one-element set containing the plan of which the

trustor knows that it has not been successfully performed

by agent 𝑎𝑝 . For the sake of simplicity we assume that set

𝐹𝐴𝐼𝐿𝑎𝑝 contains plans that failed because of the lack of

benevolence.

Dynamic model. An agent 𝑎𝑇 updates their estimation of the

benevolence of another agent 𝑎𝑝 when they believe that 𝑎𝑝 ac-

cepted or refused an offer to switch to another plan. Let’s consider

a scenario in which trustor 𝑎𝑇 believes that trustee 𝑎𝑝 recently

accepted new plan 𝑝𝑙𝑎𝑛𝑁 (a new plan 𝑝𝑙𝑎𝑛𝑁 has been added to

𝑆𝑈𝐶𝐶 (𝑎𝑝 )) which replaced 𝑎𝑝 ’s original plan 𝑝𝑙𝑎𝑛𝐼 . The trustor

also has beliefs about the levels of satisfaction of all values by

the outcomes of 𝑎𝑝 ’s initial (𝑝𝑙𝑎𝑛𝐼 ) and the new plan (𝑝𝑙𝑎𝑛𝑁 ). For

value 𝑣𝑥 and agent 𝑎𝑝 , the old evaluation of the lower boundary of

benevolence we denote by Γ
↓
𝑎𝑇 (𝑎𝑝 , 𝑣𝑥 ), and the new evaluation by

Γ
↓
𝑎𝑇 (𝑎𝑝 , 𝑣𝑥 )

′
:

Definition 3. If 𝑎𝑇 is a trustor, 𝑎𝑝 a trustee, then 𝑎𝑇 calculates a
new lower boundary of 𝑎𝑝 ’s benevolence on the basis of the formula:

∀𝑣𝑥 ∈𝑉 ((Γ↓𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )
′) =𝑚𝑎𝑥 (Γ↓𝑎𝑇 (𝑎𝑞, 𝑣𝑥 ), (𝜙𝑣𝑥 (𝑎𝑝 ,𝐺

𝑝𝑙𝑎𝑛𝐼
𝑎𝑝 )−

(𝜙𝑣𝑥 (𝑎𝑝 ,𝐺
𝑝𝑙𝑎𝑛𝑁
𝑎𝑝 )))

In simple terms, the agent is perceived to be as least as benevolent

as his/her previous successfully fulfilled plans. Conversely, if agent

𝑎𝑇 notices that agent 𝑎𝑝 refused to switch from 𝑝𝑙𝑎𝑛𝐼 to 𝑝𝑙𝑎𝑛𝑁
(planN is added to 𝐹𝐴𝐼𝐿𝑎𝑝 ), he can revise the upper boundary of the

benevolence interval with respect to some values. The evaluating

agent should know on the basis of which values the offer was

rejected. Let 𝑉𝐷 ⊆ 𝑉 be the set of values that were decisive in

𝑎𝑝 ’s decision to refuse the offer
2
. By Γ

↑
𝑎𝑇 (𝑎𝑝 , 𝑣𝑥 ) we denote the old

evaluation of the upper boundary of benevolence, while a new one

we denote by Γ
↑
𝑎𝑇 (𝑎𝑝 , 𝑣𝑥 )

′
:

Definition 4. If 𝑎𝑇 is a trustor, 𝑎𝑝 a trustee, then 𝑎𝑇 can calculate
a new upper boundary of 𝑎𝑝 ’s benevolence on the basis of formula:

∀𝑣𝑥 ∈𝑉𝐷
((Γ↑𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )

′) =𝑚𝑖𝑛(Γ↑𝑎𝑇 (𝑎𝑞, 𝑣𝑥 ), (𝜙𝑣𝑥 (𝑎𝑝 ,𝐺
𝑝𝑙𝑎𝑛𝐼
𝑎𝑝 )−

(𝜙𝑣𝑥 (𝑎𝑝 ,𝐺
𝑝𝑙𝑎𝑛𝑁
𝑎𝑝 )))

The upper boundary should be exclusive because the agent will

refuse to make a sacrifice if he has refused the same sacrifice before.

Note that there is a gray area between those the lower and the

upper boundary. There is, obviously, no simple solution on how

to evaluate plans located in this area, because people differ in the

way they deal with uncertainty. To represent this mechanism we

assume a set of functions Ψ:

Definition 5. Let Ψ = {Ψ𝑎𝑇 ,Ψ𝑎𝑝 ,Ψ𝑎𝑞 , ...}, where 𝑎𝑇 , 𝑎𝑝 , 𝑝𝑞 ∈ 𝐴,
be a set functions Ψ𝑎 : [0..1] × [0..1] → [0..1], which on the basis
of upper and lower bound of perceived benevolence calculates a joint
evaluation of potential trustee’s benevolence.

Note that this function is agent-dependent: every agent may have

a different way of estimation of someone else’s benevolence. For the

sake of this work we assume that a new level of benevolence of an

agent is a mean of a new upper and lower boundary of benevolence:

Γ𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )′ = Ψ𝐴𝑇
(Γ↑𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )

′, Γ↓𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )
′) = (Γ↑𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )

′ +
Γ
↓
𝑎𝑇 (𝑎𝑞, 𝑣𝑥 )

′)/2

Implementation. The proof of concept of our model will be tested

on the belief-desire-intention (BDI) model [7] based framework

and language ASC2. The model implementation can be found on

GitHub
3

4 DISCUSSION AND CONCLUSIONS
In most of the existing models (e.g [2, 8]) benevolence is represented

by a number. Our first observation is that benevolence is more com-

plex and should be presented in the light of the agent’s (trustee’s)

goal: how much they can sacrifice with respect to their initial plans.

In order to do that, we should introduce the notion of goals. On the

basis of that, we can also observe that the agent may have varying

willingness to sacrifice different values. Moreover, we observed that

the trustor, while evaluating a potential trustee, may receive two

types of signals: positive and negative, impacting respectively the

lower and upper boundary of the benevolence interval. Between

them, there is a gray area in which a trustor should estimate the

potential trustee’s benevolence.

In future works, we plan to perform experiments testing whether

it is possible to observe the trust-related phenomena observable in

social sciences in the sociotechnical environment of artificial agents.

In a longer run, our project will help to create a theoretical back-

ground for the creation of trustworthy and trusting autonomous

devices.

2
Although in many situations a trustor does not know which values were decisive, for

the sake of simplicity, we assume that they are known.

3
https://github.com/FrederiqueLalieu/Trust-dynamics-benevolence
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