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ABSTRACT
Offline meta-reinforcement learning (OMRL) encounters two key
challenges: effectively learning themeta-policy from offline datasets
and correctly inferring unseen tasks. Existing methods often ad-
dress the first challenge by imposing policy constraints, but are
limited by the suboptimal actions in offline datasets. For the second
challenge, most focus on meta-training without enhancing task
inference during meta-testing. To address these issues, we propose
a novel method called weighted policy conStraints and proximal
contExt coLlECtion sTrategy for OMRL (SELECT). During meta-
training, we integrate policy constraints with weighted behavior
cloning, allowing for more flexible policy learning while main-
taining desirable behaviors. In the meta-testing phase, SELECT
introduces a proximal context collection strategy that balances
exploration and exploitation. This strategy gathers high-quality
context, improving task inference and adaptation to unseen tasks.
Experimental results show that SELECT significantly reduces the
distributional shift, enhances the meta-policy’s generalization, and
outperforms state-of-the-art methods across various domains.
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1 INTRODUCTION
A key obstacle in OMRL is the distributional shift between the
behavior policy used to collect offline data and the learned policy
for new tasks. This mismatch often results in overestimating the
values of out-of-distribution (OOD) states, as such errors cannot
be corrected through interactions with the environment. Existing
methods attempt to address this issue by constraining the learned
policy to stay close to the behavior policy. However, when datasets
include suboptimal or unsafe actions, these constraints can lead
to undesirable policy imitation, ultimately degrading performance.
Furthermore, existing studies often overlook context collection
during meta-testing, hindering OMRL’s generalization to new tasks.

To overcome these limitations, we propose a novel OMRL ap-
proach called weighted policy conStraints and proximal contExt
coLlECtion sTrategy for OMRL (SELECT), designed to optimize
the utilization of offline datasets and promote rapid adaptation to
new tasks. Our critical insight is that even sub-optimal actions can
contain task-relevant information that enhances policy learning
and adaptation in OMRL. SELECT builds on two key innovations:

• Weighted policy constraints: During meta-training, we
combine policy constraint methods with weighted behav-
ior cloning to selectively relax constraints on suboptimal
actions while retaining necessary constraints for desirable
ones. This balance enhances meta-policy performance with-
out excessive reliance on inferior behaviors.

• Proximal context collection: During meta-testing, we in-
troduce a strategy that balances exploration and exploitation
by adding Gaussian noise to inferred actions. This approach
enables the agent to gather diverse and informative contexts,
improving task inference robustness and generalization.

We validate our approach by comparing SELECT with state-of-
the-art OMRL methods in environments with varying reward and
dynamic functions, such as Point-Robot and MuJoCo simulators [8].
Experimental results show that SELECT consistently outperforms
existing methods, achieving superior performance.
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2 METHOD
The SELECT method consists of four key components: 1) Offline
data collection, which involves collecting trajectories using Soft
Actor-Critic (SAC) [4] at different training checkpoints to form
datasets for training the task inference and conditional policy mod-
ules. 2) Task inference module training, which updates the
context encoder 𝑞𝜙 using maximum-minimum mutual information
loss, as in CSRO [3], ensuring task embeddings are distinguishable
and mitigating the effects of the distribution drift. 3) Conditional
policy module training, which combines policy constraints with
weighted behavior cloning to ensure the policy imitates desirable
actions while learning from suboptimal actions to enhance over-
all performance. 4)Meta-testing, which uses a proximal context
collection strategy to enable efficient adaptation to new tasks by
iteratively exploring tasks, collecting context, updating the task
distribution, and improving task inference and action selection.

Our contributions focus on the conditional policy module train-
ing and the meta-testing phases, represented by the weighted policy
constraints and the proximal context collection strategy, respec-
tively. We provide a concise overview of these two key innovations.

Weighted policy constraints: To effectively leverage offline
datasets, we guide the learning policy to prioritize imitation of
high-quality behaviors while minimizing the impact of less effective
actions. Inspired by [2, 6], we use the following objective function
to update the conditional policy 𝜋𝜔 :

L𝑎𝑐𝑡𝑜𝑟 (𝜔) = E(𝑠,𝑎)∼D [𝜆𝑄𝜃 (𝑠, 𝜋𝜔 (𝑎 |𝑠, 𝑧) |𝑧)
−𝑤 (𝑠, 𝑎 |𝑧) (𝜋𝜔 (𝑎 |𝑠, 𝑧) − 𝑎)2

]
. (1)

where 𝑧 ∼ 𝑞𝜙 (𝑧 |𝑐) represents the output of the context encoder, 𝑐
is the collected context, 𝑄𝜃 denotes the action-value function, and
the scalar 𝜆 is defined as

𝜆 =
𝛼

1
𝑁𝑑

∑
(𝑠𝑖 ,𝑎𝑖 ) |𝑄𝜃 (𝑠𝑖 , 𝑎𝑖 |𝑧) |

, (2)

where 𝛼 is a hyperparameter, and 𝑁𝑑 represents the number of
transitions (𝑠𝑖 , 𝑎𝑖 ) in the dataset. The regularization term in the
denominator of Equation (2) helps balance the scales of actions and
rewards, minimizing the need for hyperparameter tuning.

Inspired by [6], we adopt the advantage function as the criterion
for determining whether to imitate a given state-action pair:

𝑤 (𝑠, 𝑎 |𝑧) = 1[𝐴(𝑠, 𝑎 |𝑧) > 0] = 1[𝑄𝜃 (𝑠, 𝑎 |𝑧) −𝑉𝛿 (𝑠 |𝑧) > 0] . (3)

In Equation (3), 𝐴(𝑠, 𝑎 |𝑧), 𝑄𝜃 (𝑠, 𝑎 |𝑧), and 𝑉𝛿 (𝑠 |𝑧) represent the esti-
mated advantage function, action-value function, and value func-
tion, respectively, conditioned on the task representation 𝑧 over
the mini-batch. To update the action-value and value functions,
we follow the method in [2], using dual target networks for 𝑄𝜃

updates, with 𝑉𝛿 relying on the outputs of the target Q networks.
Proximal context collection strategy: To enhance diversity

and reduce bias in task inference during meta-testing, we use the
learned meta-policy as the exploration strategy for new tasks. Be-
fore executing the action 𝜋𝜔 (𝑎 |𝑠, 𝑧), we add random noise 𝜖𝑡𝑒𝑠𝑡 ∼
N(0, 𝜎𝑡𝑒𝑠𝑡 ), which is drawn from a Gaussian distribution with a
standard deviation of 𝜎𝑡𝑒𝑠𝑡 . The final action is then defined as

𝑎 = 𝜋𝜔 (𝑎 |𝑠, 𝑧) + clip(𝜖𝑡𝑒𝑠𝑡 , 𝜖𝑚𝑖𝑛
𝑡𝑒𝑠𝑡 , 𝜖

𝑚𝑎𝑥
𝑡𝑒𝑠𝑡 ), (4)

where clip(𝑥, 𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥 ) constrains𝑥 within the range [𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥 ].
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Figure 1: The average return during the online test phase for
unseen test tasks compared to other OMRL methods. The
solid line represents the mean value across five seeds, and
the shaded region shows the standard deviation.

3 EXPERIMENTS
We evaluate the proposed method on the Point-Robot and MuJoCo
physics simulators [8], which are often used to access the OMRL
performance. We compare SELECT with OffPearl [7], FOCAL [5],
BOReL [1], CORRO [9] and CSRO [3].

After training on numerous pre-collected datasets, we conducted
online testing with limited data to ensure applicability. Figure 1
presents the average return and standard deviation of SELECT com-
pared to other OMRL baselines across five seeds, where higher
average returns indicate better performance. The results demon-
strate that SELECT consistently outperforms the baselines across
all six environments, with notable improvements in Point-Robot,
Humanoid-Dir, and Walker-Rand-Params. These findings validate
the effectiveness of our approach, highlighting its robust perfor-
mance and adaptability across diverse tasks.

4 CONCLUSION
In this paper, we propose SELECT, a novel context-based method
that enhances offline datasets and improves context collection dur-
ing meta-testing. During the meta-training, we combine policy con-
straints with weighted behavior cloning to focus on desirable behav-
iors while allowing exploration of undesirable actions. Moreover, in
the meta-testing phase, we introduce a proximal context collection
strategy to improve the quality of sampled contexts, which enables
robust task inference and effective task-specific action execution.
Experimental results show that SELECT significantly reduces the
distributional shift, enhances the performance and generalization
capability for the meta-policy across multiple challenging domains.
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