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ABSTRACT
Clinical protocols are of great use in all medical fields, but their
design and evaluation is complex and time-consuming. One of their
major complexities is that they need to respect all bioethical val-
ues. For those reasons, in this paper, we address the problem of
automating the design of clinical protocols that are in alignment
with bioethical values. Following the AI alignment literature, we
propose an algorithm to design value-aligned protocols in several
steps: BPR (Bioethical Protocol Recommender). First, BPR learns the
implicit bioethical value definitions of clinicians. Thereafter, BPR
can apply these definitions to evaluate and compare potential ac-
tions for any given patient. With that, BPR builds a protocol that
recommend those actions with maximum alignment with respect
to all bioethical values, applying multi-objective optimisation tech-
niques.
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1 INTRODUCTION
Values have been extensively studied across various fields, includ-
ing psychology, sociology, and philosophy, as they are identified as
key motivators that influence human behaviour and social interac-
tions [5, 10, 16]. With the rapid integration of AI into every aspect
of our lives, a major challenge is developing AI systems whose
behaviour, or the behaviour they facilitate, aligns with human val-
ues. This is known as the value-alignment problem [3, 4, 7]. Given
that norms have traditionally been used in multiagent systems as
means for mediating behaviour, a number of methodologies have
been proposed for assessing the alignment of norms and our val-
ues [8, 9, 12, 13, 18]. Clinical protocols can be understood as one
example of such norms. Clinical protocols are structured guidelines
that provide healthcare professionals with standardised procedures
for treating patients. They are usually designed to ensure that the
four major bioethical values are respected: beneficence (ensuring
the patient’s benefit), non-maleficence (minimising the patient’s
harm), justice (treating all patients equally), and autonomy (respect-
ing the patient’s considerations) [2]. Despite the existing work on
value-alignment of norms [8, 17, 18], there is still a gap in the de-
sign of such norms for optimal alignment, especially considering
potential value conflicts. In the case of clinical protocols, value
conflicts often arise amongst these four basic bioethical values,
such as conflicts between ensuring beneficence and respecting the
patient’s wishes. Against this background, we tackle the challenge
of designing clinical protocols that consider all bioethical values by
means of the following contributions:

• We present a novel mechanism for learning value alignment
semantics of clinicians, BAAL (Fig. 1 (left)).

• Building on BAAL, we design the novel algorithm BPR (Fig.
1) that recommends value-aligned actions and protocols.

Extended Abstract  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

2729

https://orcid.org/1234-5678-9012
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Figure 1: Our whole algorithm for recommending protocols that are value alignment with all four bioethical values. Rectangles
stand for objects while rounded rectangles correspond to processes.

2 BACKGROUND
An agent is considered to act in alignment with a given value if their
behaviour promotes this particular human value. In this work, we
adopt the definitions of [11, 19], interpreting values as preferences
that enable the comparison of different possible states of the world:

Definition 2.1 (Action alignment). Let S be a set of states, and
A a set of actions. The action alignment function is defined as
a function 𝑎𝑙𝑖𝑔𝑛 : S × A × S × V → [−1, 1] where V is a set
of values. We want the range of alignment to be [−1, 1] so that
positive alignment represents the action promoting the value, neg-
ative alignment represents the action demoting the value, and an
alignment of zero represents the action not affecting the value.

3 PROTOCOLS RECOMMENDER ALGORITHM
This section is devoted to explain the three steps of our algorithm
for providing value-aligned bioethical protocols.

3.1 Estimating Action Alignment
The first step of our algorithm, BAAL (see Figure 1 left), learns
the action alignment functions 𝑎𝑙𝑖𝑔𝑛(𝑠, 𝑎, 𝑠′,𝑉 ) that define what it
mean for each value 𝑉 to be respected in each given case ⟨𝑠, 𝑎, 𝑠′⟩.
For that, we require a corpus C𝑣 of labelled alignment data in the
form of state-action-state-alignment tuples:

C𝑣 = {𝑠𝑖 , 𝑎𝑖 , 𝑠′𝑖 , 𝑎𝑙𝑖𝑔𝑛(𝑠𝑖 , 𝑎𝑖 , 𝑠
′
𝑖 , 𝑣)}𝑖 , (1)

for each bioethical value 𝑣 . From each C𝑣 , we apply a regression
modelling algorithm (dependent on the corpus) to learn the follow-
ing conditional expectations of action alignment:�𝑆𝐴𝑎𝑙𝑖𝑔𝑛𝑣 (𝑠, 𝑎) = E[𝑎𝑙𝑖𝑔𝑛(𝑆,𝐴, 𝑆′, 𝑣) | 𝑆 = 𝑠, 𝐴 = 𝑎] . (2)

With our expected alignment functions computed, we can pro-
ceed to the following steps of our algorithm for recommending
aligned actions and protocols.

3.2 Recommending Actions
Next, making use of our estimated state action alignment functions�𝑆𝐴𝑎𝑙𝑖𝑔𝑛, we expect our algorithm to recommend actions that align
with all values as much as possible, without explicitly prioritising
any value. This approach is in accordance with principialism [1], the
philosophical theory originating the four bioethical values. With
principialism into account, we consider that the most adequate
option is to compute the Pareto front (PF) of optimal actions with

respect to each bioethical value. Then, we let the user select from the
PF, a standard practice in the multi-objective literature [6, 14, 15].

Thus, given a set of patient statesS, and a set of candidate actions
A (both input in Figure 1) our algorithm computes the Pareto front
𝑃𝐹 (𝑠) of each patient for the set of state-action alignment vectors

SVA � {�𝑆𝐴𝑎𝑙𝑖𝑔𝑛𝑣 (𝑠, 𝑎)}𝑣,𝑎, (3)

Thereafter, the user can select whichever action 𝑎∗ ∈ 𝑃𝐹 (𝑠) they
prefer, since all of them are Pareto-optimal. This final action 𝑎∗ is
the one recommended by our algorithm for the given patient 𝑠 .

3.3 Recommending Protocols
Finally, to design a value-aligned protocol, for every state 𝑠 , we need
to permit only those actions that achieve the maximum amount
of alignment. That is, the Pareto-optimal actions that the previous
step (Figure 1 (middle)) finds. As a simplified approach to compute
a value-aligned protocol, for each possible patient state 𝑠 , we set
the norm

𝑁𝑠 � 𝑂 (𝑎∗ (𝑠), 𝑠), (4)

where 𝑎∗ (𝑠) ∈ 𝑃𝐹 (𝑠) belongs to the Pareto front of state 𝑠 , and
𝑂 (𝑎, 𝑠) indicates that action 𝑎 is obligatory under state 𝑠 . Thus, our
algorithm returns the recommended protocol 𝑁∗ = {𝑁𝑠 }𝑠∈S such
that for every state 𝑠 ∈ S it recommends norm 𝑁𝑠 . This protocol,
by construction, will be value-aligned to all bioethical values.

4 CONCLUSIONS
This paper tackles the open problem of value-aware decision-making
and value-aware protocol design in the medical field. Our novel
contributions are in two fronts. First, based on the literature, we
have formalised a method (BAAL) for learning the value alignment
semantics of bioethical values. Second, we have provided an algo-
rithm (BPR) for designing value-aligned protocols. Our algorithm
allows us to compute the expected value alignment of any medical
action. Therefore, our algorithm can discard any action that would
never be chosen due to its low degree of alignment, and recommend
to the user only actions that are Pareto-optimal with respect to all
four bioethical values. In future work, we expect to analyse the
effects of BPR on protocols from Hospital del Mar, Barcelona.
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