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ABSTRACT

Reservoir computing has seen renewed interest as a paradigm in
autonomous single and multi-agent systems due to its lightweight
training and ability to utilize a wide variety of digital and physical
substrates as reservoirs. Reservoir topology plays a significant role in
determining the performance and dynamics of a given reservoir com-
puter. Previous work comparing different reservoir topologies has
ignored the interaction between the distribution of input nodes into
the reservoir and reservoir topology. This study provides a significant
contribution by comparing effects of two different input node distri-
butions. Our results demonstrate that by concentrating input into an
arbitrary region in the reservoir one is able to nearly double the linear
memory performance of ring reservoir based reservoir computers.
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1 INTRODUCTION

Reservoir computing is a lightweight approach to training Recurrent
Neural Networks first introduced in [6] and then unified in [12].
Reservoir computing has seen a recent resurgence of interest as
a paradigm in autonomous systems due to its low computational
cost to train and operate and its substrate agnosticism allowing
it to be instantiated at the level of multi-agent swarms [9], indi-
vidual autonomous agents [2] and perhaps most interestingly in
sub-components of a single agent’s body [10] [3].

In its most orthodox form reservoir computer (RC) operation can
be expressed as:

x(t) f(‘/vm u(t)+Wres x(t_l)) (1)
y(t) Wour x(t) (2)

Where x(t) e RV*1 is the reservoir state vector at time ¢, f() isa
chosen activation function (typically tanh()) applied element-wise,
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u(t) is the k-dimensional input vector at time ¢, Wi, e RN xk is the
input weight matrix, Wy.es € RNVN*N s the recurrently connected
reservoir weight matrix, Woy; € RINX™ is the trained output weight
matrix where m is the dimensionality of the target and y(¢) is the
RC output at time ¢.

Typically Wip, Wyes and Wyy; are all randomly initialized and
only Wy, is ever trained with the classical approach being closed
form linear regression to fit a matrix of reservoir state vectors to the
target time series using Wy,;. For more details on RC training and
best practices see [8].

In effect this approach relies on the temporal embedding of the in-
put time series in the reservoir to be sufficiently high dimensional and
non-linear such that the task at hand can be solved using only a sin-
gle, typically linear readout layer in the form of Wpy,,;. Consequently
the topology of W;.¢s has a pronounced effect on the performance of
the RC as a whole. Work such as [11], [4] and [7] have all dealt with
the impacts of reservoir topology on RC performance, but these have
not taken into consideration the constraints of real-world applica-
tions. Additionally, impacts of the distribution of input nodes into
the reservoir given a specific topology have likewise been ignored.
We aim to advance the literature by comparing performance across
RCs equipped with the generic randomly distributed input nodes and a
selective input condition in which input nodes are concentrated into a
particular region of the reservoir. Our results reveal that a selective in-
put condition combined with a ring topology significantly boost linear
memory performance of the RC relative to an identical RC equipped
with the generic input condition.

2 METHODS

Random, ring, lattice and small world topologies were tested. All
reservoirs were of size N where N € {25,50,100,200} exceptin the case
of the small world reservoirs where N was restricted to {100,200}.
Reservoir weights were assigned uniformly at random from [-1, 1]
and scaled such that spectral radius of W;.¢s is p which is common
practice in order to ensure reservoir stability [8]. In all cases p=0.9

With random reservoirs each node is connected with each other
reservoir node with probability p € {0.05,0.1,0.2,1.0}. In the cases
of N =25 and N =50 p was limited to {0.2,1.0} and {0.1,0.2,1.0}
respectively in order to maintain a minimum degree of network
connectivity. Ring reservoirs were constructed such that given the
nodes of the reservoir in a continuous 1-D array, each node was
connected to itself as well as its r nearest neighbors to the left and r
nearest neighbors to the right where r € {1,2,4,8}. Lattice reservoirs
were built similarly to ring reservoirs except the nodes were treated
as being arranged in a 2-D rather than 1-D array and the value r was
varied such that r € {1,2,4}. Small world reservoirs were constructed
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Figure 1: Random Reservoir and Ring Reservoir Performance on Generic Digit Recall Task - Solid lines correspond to RCs using
generic input, dashed lines to selective input. In the case of random reservoirs on the left red corresponds to p =0.05, yellow
to p=0.1, blue to p=0.2 and green to p =1.0. In the case of ring reservoirs on the right blue corresponds to r =1, yellow to r=2,

greentor=4andredtor=38.

by connected unconnected nodes in ring reservoirs with probabil-
ity p € {0.5,0.1,0.2}. Small world reservoirs were constructed for
each of the ringer reservoir configurations. Wi, was generated using
two distinct methods across all reservoir configurations. In the first,
generic condition each entry in Wi, was assigned a non-zero weight
w with probability p where w € [-0.1,0.1] and p=0.1. In the second,
selective condition the first m entries in W;,, were each assigned a
non-zero weight w where we [-0.1,0.1] and m=0.1N.

Reservoirs were tested using three benchmark tasks: the generic
digit recall task (GDRT), the NARMA-10 task and the Santa Fe Laser
prediction task. The GDRT is a common means of testing an RC’s
linear memory capacity [13]. It consists of testing an RC’s ability to
reproduce a random signal following an arbitrary time lag k. The
NARMA-10 task, first introduced in [1], requires the RC to produce a
target signal y(t) derived using a standard polynomial P(x) and the
prior 10 time steps of x(¢) where x(t) is pulled uniformly at random
from [0,0.5]. The task assesses the RCs ability to recall prior inputs
and performnon-linear operations on them. Lastly, the Santa Fe Laser
prediction task, first introduced in [5], utilizes a chaotic time series
consisting of the precise recording of the firing times of an infrared
laser given in milliseconds. The task itself requires the RC to predict
the value of the time series at t+n given the time series up through ¢,
for increasing values of n. Given the relatively small size of the reser-
voirs tested a value of n=1 was only used. In the case of the generic
digitrecalland NARMA-10 tasks a training set of 2000 and a test set of
1000 data points were used. In the case of the Santa Fe Laser prediction
task a training set of 6000 and a test set of 3000 data points were used.

3 RESULTS

For each task 15 different RCs of each of the possible reservoir config-
urations were generated, and their error was recorded as Normalized
Root Mean Square Error (NRMSE). For the sake of concision only the
results of the random and ring reservoir RCs are reported in depth.

With the GDRT random reservoirs noticeably improve in terms of
memory depth as the size of the reservoir increases, but demonstrate
no significant change between the two input conditions as shown
in 1. Maximal performance by random reservoir RCs is achieved by
the fully connected reservoir at N = 200 with memory resolution
noticeably diverging near k =25. As seenin 1 ring reservoir RCs show
aremarkable robustness in performance. In particular with larger
reservoirs of size N € {100,200} performance responds primarily to
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input condition with the selective input condition far outperforming
the generic input condition. Ring reservoir RCs see their best per-
formance of divergence at k =35 with the selective input condition
at N = 200 and r = 8. Lattice and small world reservoirs see only
slight difference in performance between input conditions and do
notachieve the depth of the random or selective input ring reservoirs.

With the NARMA-10 task random reservoirs similarly do not
respond to input condition and instead increase in performance with
reservoir size. Random reservoirs see optimal performance with of
an NRMSE of 0.271 at N =200 with selective input and p=0.2. Ring
reservoirs again show the greatest response to input condition, but
with the NARMA-10 task the generic input condition far outperforms
the selective input condition. Optimal performance for ring reser-
voirs is achieved with the generic input condition at N =200 and r =8
with an NRMSE of 0.269. The selective input condition on the other
hand only achieves an optimal NRMSE of 0.371 also with N =200
and r =8. Again lattice and small world reservoirs see only a slight
difference in performance between input condition and overall see
comparable performance between the random and ring reservoirs.

Lastly, with the Santa Fe Laser Task we see counterintuitive re-
sults in which RC performance seems to degrade as reservoir size
increases. With random reservoir RCs, the generic input reservoirs
achieve their best performance of an NRMSE of 0.577 at N =25 with
p=0.2 and selective input reservoirs achieve their best performance
of an NRMSE of 0.548 N =25 and p =1.0. With ring reservoirs selec-
tive input RCs see their best performance of an NRMSE of 0.505 at
N =50 and r =4 and generic input RCs see their best performance
of an NRMSE of 0.520 at N =25 and r =4. The lattice and small world
reservoirs perform in a near identical manner.

4 DISCUSSION

The results from above show that utilizing a concentrated input
distribution with an ring topology significantly increases the RCs
linear memory performance to achieve best in class recall depth.
At the same time, this increased linear recall seems to come at the
cost of a marked decrease in the RCs ability to perform non-linear
information processing. These impacts are not seen with RCs using
arandom reservoir topology. We attribute this to the far shorter path
length found in random reservoirs as well as their less ordered signal
propagation.
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