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ABSTRACT
Bilateral markets, such as those for government bonds, involve de-
centralized and opaque transactions between market makers (MMs)
and clients, posing significant challenges for traditional modeling
approaches. To address these complexities, we introduce TRIBE an
agent-based model (ABM) augmented with a large language model
(LLM) to simulate human-like decision-making in trading environ-
ments. TRIBE leverages publicly available data and stylized facts to
capture realistic trading dynamics, integrating human biases like
risk aversion and ambiguity sensitivity into the decision-making
processes of agents. Our research yields three key contributions:
first, we demonstrate that integrating LLMs into ABMs, to enhance
client agency, is feasible and enriches the simulation of agent be-
haviors in complex markets; second, we find that even slight trade
aversion encoded within the LLM leads to a complete cessation of
trading activity, highlighting the sensitivity of market dynamics to
agents’ risk profiles; third, we show that incorporating human-like
variability shifts power dynamics towards clients and can dispropor-
tionately affect the entire system, often resulting in systemic agent
collapse across simulations. These findings underscore the emer-
gent properties that arise when introducing stochastic, human-like
decision processes, revealing new system behaviors that enhance
the realism and complexity of artificial trading societies.
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1 INTRODUCTION
ABMs are versatile applications for modeling complex and dynamic
systems, particularly suited for bilateral markets like government
bond markets. These markets, characterized by direct transactions
between two parties without centralized exchanges, present model-
ing challenges due to their decentralized nature, complex interac-
tions between heterogeneous agents, and lack of transparency. We
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introduce the TRIBE model, a generative-ABM focused on Trading
Relationships, Interactions, and Bilateral Exchange of assets. TRIBE
incorporates client agency with dynamically assigned asset distribu-
tions and probabilistic trading availability, extending this approach
by integrating a LLM for more human-like decision-making and
negotiation behavior.

TRIBE focuses on the Australian government bond market, a
decentralized market emphasizing liquidity over pricing. This struc-
ture provides an ideal environment for exploring how human-like
behaviors, such as trade aversion and ambiguity sensitivity, influ-
ence market dynamics and stability.

2 RELATEDWORK
ABMs simulate complex financial market behaviors but often use
homogeneous agents and publicly transparent, high visibility, en-
vironments - less applicable in opaque over-the-counter (OTC)
markets [7, 20]. [12] extends ABM theory by introducing network
agency, showing how external features influence agent behaviors,
though data limitations persist in OTC markets [18].

Recent developments in LLMs like GPT-4 improve agent decision-
making [6, 11], despite challenges in reasoning and financial applica-
bility [1, 2, 22, 23]. Prior research has explored LLMs for simulating
complex human behaviors [19], and we enhance reliability by focus-
ing on the state-of-the-art GPT4o-mini-2024-07-18 and developing
a risk management framework [21].

Calibrating ABMs involves varied methodologies [4]. We use
inductive approaches with data from [16, 20] and build on existing
frameworks [9]. The Australian bond market serves as our research
foundation, leveraging studies on liquidity and bilateral exchanges
[13, 17].

While traditional ABMs employ deterministic or basic stochastic
models [7], integrating LLMs introduces human-like variability and
enhances simulation capabilities [15]. Our analysis considers behav-
ioral changes like trade aversion, influenced by trading psychology
and ambiguity [5, 8, 10].

3 MODEL DESCRIPTION
TRIBE is a bespoke ABM uses to simulate the trading activities of
heterogeneous MMs dealing in the stylized Australian government
bond market. We utilize a series of artificial trading simulations
(200 epochs for each experiment) with parameter calibration from
literature and government data ([16], [20], [13], [3], [14]). TRIBE
incorporates advanced features in a series of experiments where
TRIBE(LLM) (Experiment 3) integrates the use of a LLM, specifically
GPT4o-mini-2024-07-18, to enhance model decision-making. We
focus on two key metrics: average agent lifespan across simulations
and percentage of environment assets that are transacted.

Extended Abstract  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

2777

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


3.1 Agent Design
TRIBE models two key agent types:

• Market Makers (MMs): Adaptive agents with individual
utility functions that trade bonds and cash with clients and
other MMs.

• Clients: Grid-based agents initialized with bonds and cash
from a log-normal distribution, reflecting real-world asset
distributions. Clients have probabilistic trading availability
& dynamic preferences influenced by LLM-driven decisions.

3.2 LLM Integration
A defining feature of TRIBE is the use of an LLM to simulate
client decision-making (Experiment 3). At each time step, the LLM
determines whether a client is willing to trade right now with a
market maker, introducing variability and capturing behaviors like
risk aversion and ambiguity sensitivity. Prompt Design: Client
agents provide to an LLM a unique prompt (with bond and cash
holdings etc), asking if they wish to trade at that time step. Deci-
sion Outcomes: The LLM’s response (trade or not) is binary. If
a client chooses to trade, the direction (buy or sell) is determined
probabilistically.

3.3 Model Dynamics
TRIBE operates over discrete time steps, simulating interactions
between MMs and clients. Key components include: Asset Distri-
bution: Clients’ bonds and cash are initialized using publicly avail-
able data, following a log-normal distribution. Client Availability:
Clients are only available for trading at certain time steps, modeled
probabilistically. Decision-Making Process: For each available
client, the LLM decides whether to trade. If yes, a Bernoulli distri-
bution determines the trade direction. Market Maker Strategies:
MMs adapt to trading opportunities, optimizing their portfolios
while maintaining market liquidity.

3.4 Emergent Properties and Client Realism
Integrating LLM-driven decisions introduces stochastic behaviors
that mirror human unpredictability, leading to emergent properties
in market dynamics:

• Probabilistic Availability: Reflecting real-world market
patterns, not all clients are available at each time step.

• Dynamic Preferences: Clients’ trade decisions fluctuate
based on LLM-driven reasoning and current holdings.

• Systemic Impact: The stochastic nature of LLM-driven de-
cisions can shift power towards clients, destabilizing the
system and leading to market collapse.

4 EXPERIMENTS & RESULTS
(1) Experiment 1 (Benchmark ABM): A traditional ABMwithout

LLMs tested with 20% average client availability. Results:
Stable markets, high trading volumes, long agent lifespans.

(2) Experiment 2 (LLM with Trade Aversion): LLM prompts
include aversion-related language. Results: Complete cessa-
tion of trading, rapid systemic collapse, average simulation
lifespan reduced to 27 time steps.

(3) Experiment 3 (LLM with Timeliness Focus): LLM prompts fo-
cused on timeliness rather than aversion. Results: Increased
short-term variability in trading decisions, 22.8% average
availability with very high variance, shifting power to clients,
frequent market instability, significant reduction in agent
lifespans.

Table 1: Experimental Results Summary

Experiment Avg. Agent
Lifespan
(max 1,500)

Client Asset
Trading (%)

Systemic
Stability

1. ABM 1136 steps 90% High
2. LLM Aversion 27 steps 0% Collapse
3. ABM + LLM 365 steps 7% Unstable

5 LLM-DRIVEN VARIABILITY AND MARKET
IMPACT

Our simulations reveal that LLM-generated yes/no trade decisions
average 57% over time, equating to a long run average of 22.8% client
availability, directly comparable to Experiment 1. However, we see
that using an LLM, short-term (10 sample) fluctuations in average
yes/no availability vary from 0% to 100%. This large-frequency vari-
ability disrupts market stability, as clusters of negative responses
hinder MMs’ ability to maintain liquidity, often leading to prema-
ture market collapse.

6 DISCUSSION AND CONCLUSION
Our research introduces TRIBE, a novel ABM integrating an LLM
to simulate human-like decision-making in bilateral markets. We
demonstrate how subtle behavioral variations, expressed through
LLMs, can fundamentally reshape market dynamics, potentially
leading to systemic instability and market cessation. The emergent
properties reveal how slight variability, as modeled through an
LLM, shifts power dynamics between participants, towards clients,
with profound implications for market design and regulation.

These findings underscore the potential of LLMs to enhance the
realism of ABMs, providing a powerful tool for exploring market
dynamics, testing regulatory interventions, and advancing the field
of computational finance. Future work will focus on refining LLM
prompts, exploring additional market types, and extending the
model to multi-agent negotiation scenarios.
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