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ABSTRACT
Learning based approaches work well to coordinate multiagent
systems for a broad range of applications. A key challenge in multi-
agent learning is that the system reward captures the performance
of many agents, making it difficult to determine which agents’ ac-
tions were helpful. Reward shaping helps address this challenge by
isolating the direct impact of an agent’s actions. However, when an
agent’s impact is indirect - such as influencing other teammates -
then existing approaches struggle. Influence based reward shaping
addresses indirect impacts by rewarding an agent based on not
just its own actions, but also the actions of agents it influenced.
Preliminary results demonstrate that this approach leads to better
coordination in a guidance mission where leaders must learn to
guide followers to points of interest.
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1 INTRODUCTION
Multiagent learning can be used to discover coordinated behaviors
in many domains, including warehouse management [5, 15], ocean
monitoring [12, 13], and space exploration [17]. A key challenge
is that the contributions of every agent are combined in a single
system reward. This makes structural credit assignment necessary
to determine which agent gets credit for what part of the system
reward. Otherwise, each agent tries to optimize a reward that its
individual actions have little control over.

Reward shaping helps address credit assignment by isolating
an agent’s direct impact on the system reward [2, 4, 9, 14, 16].
Difference rewards in particular give each agent a shaped, agent-
specific reward that is sensitive only to that agent’s actions, and
aligned with the system reward [2, 4, 16]. Unfortunately, this shaped
reward requires an agent to have a direct impact on the system
reward, and in many cases an agent instead has a more subtle,
indirect impact. This indirect impact could include clearing a path
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for its teammates, directing teammates on where to go, or even
sharing critical mission information it discovers with teammates.

Influence based reward shaping addresses indirect impacts by
giving an agent credit for influencing other agents in the system
[10, 11]. The insight here is to think about how agents’ interactions
affect their decision-making rather than trying to completely isolate
an agent’s actions for credit assignment. Agents rarely work in
isolation; they make decisions based on what they see others doing.

My research is focused on developing shaped rewards for co-
ordinating systems that require influence-based interactions to
achieve success. Preliminary results demonstrate how influence
based reward shaping can improve coordination in a guidance mis-
sion where leaders must learn to guide pre-programmed followers
to points of interest. The system reward is based on how close
followers get to points of interest, so leaders must learn to influence
followers to optimize the system reward.

2 BACKGROUND
The difference reward is a reward shaping method that computes
direct credit in a multiagent system and has successfully improved
performance in various domains [1–3]. By comparing the system
reward to a counterfactual reward with agent 𝑖’s actions removed,
we can isolate agent 𝑖’s direct impact on system performance. The
structure is shown below, where 𝐷𝑖 is the difference reward for
agent 𝑖 , 𝐺 (𝑧) is the system reward with all agents’ actions, and
𝐺 (𝑧−𝑖 ) is the counterfactual reward with agent 𝑖’s actions removed.

𝐷𝑖 = 𝐺 (𝑧) −𝐺 (𝑧−𝑖 ) (1)

3 INFLUENCE BASED REWARD SHAPING
The first step in influence based reward shaping is the indirect
difference reward, D-Indirect. This borrows the structure of 𝐷 ,
and modifies it in order to compute indirect credit. Rather than
removing only agent 𝑖 for the counterfactual reward, D-Indirect
removes agent 𝑖 as well as other agents that were influenced by
agent 𝑖 . The motivating idea is that even if an agent’s actions do
not directly impact the system reward, that agent can still have
important interactions with other agents that we can measure as
“influence”. This makes it so that if agent 𝑖 takes actions that set up
agent 𝑖′’s actions to have a direct impact, then agents 𝑖 and 𝑖′ both
get credit for those actions.

We represent D-Indirect as 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 , and compute it by taking
Equation 1 from the standard difference reward and modifying the
counterfactual reward. Rather than removing only agent 𝑖 , agents
in the set 𝐹𝑖 are removed. 𝐹𝑖 is the set of agent 𝑖 and agents influ-
enced by agent 𝑖 . We compute 𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡 according to the following
equation.
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Figure 1: Leaders (purple drones) must guide followers (blue rovers) to POIs (green circles, shading represents capture radius).
Dotted lines indicate the path taken by a leader-follower pair after 100 generations of training, with markers indicating final
positions. Leaders are slightly offset for easy viewing. A) Leaders struggle to learn with completely uninformative difference
rewards. B) Each leader guides its follower to a POI using influence-based indirect difference rewards. C) The only method
that reliably gets close to a score of 4.0 (capturing all four POIs) is D-Indirect because this rewards each leader based on how it
influenced its follower. D-Indirect provides a clean and informative reward signal for each leader’s influence; G and D do not.

𝐷𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡
𝑖 = 𝐺 (𝑧) −𝐺 (𝑧−𝐹𝑖 ∪ 𝑐𝐹𝑖 ) (2)

𝐹𝑖 is assembled using a domain-specific heuristic that determines
which agents are influenced by agent 𝑖 . In work discussed here, this
heuristic is distance-based. If a leader is close to a follower, then
that follower is included in that leader’s influence set.

4 PRELIMINARY RESULTS
Leaders must learn to guide preprogrammed (non-learning) fol-
lowers to various points of interest (POIs) in order to maximize
𝐺 , shown below. 𝐺 is based on the state of the system after 50
time steps. 𝑠𝑓 𝑖𝑛𝑎𝑙 includes the final positions of all followers in the
system. The indicator function 𝐼 returns 1 if a follower is within
the capture radius of the POI, and 0 otherwise. The way to get the
highest score in𝐺 is if each POI is captured by a follower. The lead-
ers learn using a Cooperative Coevolutionary Algorithm (CCEA)
[6–8].

𝐺 (𝑠𝑓 𝑖𝑛𝑎𝑙 ) =
∑︁
𝑗

𝐼 (𝑖, 𝑗)
min𝑖 (𝑑𝑖𝑠𝑡 (𝑓 𝑜𝑙𝑙𝑜𝑤𝑒𝑟𝑖 , 𝑃𝑂𝐼 𝑗 ))

(3)

The map configuration we use for these preliminary results
includes 4 leader and follower pairs that start in the center and
must navigate to POIs tucked into the corners. Figures 1A and 1B
show joint trajectories learned with difference rewards and indirect
difference rewards, respectively. We see learning curves (mean
and standard error across 5 trials) for different reward shaping
techniques in Figure 1C. Difference rewards perform particularly
poorly because leaders have no direct impact on the system reward,
so no matter what the leaders do, 𝐷 computes the same reward of
zero. Global rewards perform better because leaders are now being
rewarded for good behaviors, but unfortunately 𝐺 is noisy from all
the other leaders and followers in the system. It is only when we
use D-Indirect that we see the best performance from these agents.

D-Indirect rewards a leader based on the actions of any followers it
influenced. This makes it so that leaders can learn based on their
particular influence in the system. For more extensive explorations
of influence based reward shaping, see [10] and [11].

5 PROPOSED RESEARCH
Future research breaks down into two main research objectives.

(1) How to characterize influence between agents in a system
when influence is not trivially measured?

(2) How to extend an agent’s influence-based reward to capture
the network effect of agent influences?

Impact of Achieving Objective 1: How agents interact with
each other might not trivially fit into a domain-specific heuristic.
The interactions necessary to promote influential behaviorsmay not
even be known apriori. We need to develop Heuristic-Free Influence
to define fundamentally what influence means in a shaping context.
We can borrow concepts from mutual information to measure the
causal effect of an agent’s action on other agent’s actions. This
makes it so influence based reward shaping can generalize without
requiring domain knowledge.

Impact of Achieving Objective 2: An agent’s influence may
reach much further than the agents it directly interacted with, and
actually propagate throughout an entire network of agents in the
system. We need to incorporate Structural Influence Propagation
where an agent might influence one agent that influences another
and so on until an agent in that chain finally has a direct impact.
We cannot simply give an agent credit for the direct impact of every
agent its influence propagated to because that can quickly become
the team reward, putting us back at square one. Instead, we might
use a discounted influence reward based on how far removed an
agent’s influence is from a direct impact that influence is connected
to. This makes it so agents can not only learn to directly influence
other agents, but more subtly influence an entire network of agents.
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