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ABSTRACT
With the rapid introduction of autonomous agents into everyday
tasks, concerns about agent alignment to human moral norms are
becoming increasingly prominent. The widespread adoption of
reinforcement learning (RL) in autonomous decision-making has
intensified the challenge of ensuring that these algorithms align
agents’ behaviour with moral and ethical values. While most com-
mon approaches to value alignment focus on the learning algo-
rithms agents use, a recently introduced algorithm called ethical
embedding shifts the focus to designing ethical environments rather
than modifying agents’ learning algorithms. This transition from an
agent-centred view to an environment-centred perspective opens
new opportunities for developing safe and trustworthy AI agents.
This project aims to advance this line of research by exploring en-
vironment design as a means to create non-manipulable learning
environments, where the environment itself guides agents toward
ethical behaviour, regardless of the learning algorithm employed.
Furthermore, as a novel contribution to previous work, we integrate
this approach with state-of-the-art deep reinforcement learning
algorithms, enabling the application of these techniques in realistic
environments suitable for training agents that operate in the real
world.
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1 RESEARCH STATEMENT
With the growing integration of autonomous agents into everyday
tasks [1, 8, 18, 20], the associated risks have become increasingly
evident. Consequently, international efforts, such as the Artificial
Intelligence (AI) Act [4], aim to ensure that these systems operate
in alignment with human values [5, 13, 16].
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As reinforcement learning (RL) is becoming increasingly adopted
to train autonomous agents for single-agent and multi-agent sce-
narios, RL literature has expanded its focus to safety and ethical
alignment.

While safety AI focuses on guaranteeing that no deployed agent
causes harm [6, 7], the field of Machine ethics [12, 22] goes fur-
ther by also ensuring agents’ behaviour includes proactivity in
performing good (praiseworthy) actions. The tools to steer agents’
behaviour in RL are the rewards, either positive or negative, given
to them upon interacting with the environment. Thus, it is common
to see how safety and moral value alignment is instilled by means
of extrinsic, manually-tuned rewards. These rewards can be framed
as penalties and constraints in safety RL or as moral incentives and
punishments in the context of machine ethics. Correctly consider-
ing these separate objectives will lead to aligned policies: policies
that achieve the primary goal while always respecting the extra
considerations encoded in the extra objective.

As a result, this problem can be addressed as a multi-objective
one, involving a trade-off between achieving the primary goal and
an additional alignment objective. Consequently, multi-objective RL
(MORL) algorithms have been used to learn policies that optimise
both of the objectives [2, 17, 19, 23]. However, MORL algorithms of-
ten require a prioritisation of the objectives. That leaves alignment
to the owner of the learning algorithm, who will have to choose
the right prioritisation to achieve aligned policies.

These approaches are inherently agent-centric, as alignment
arises from the choice of the learning algorithm, which is deter-
mined by the agent’s owner at training time. Since alignment should
not be left to individual choice, a novel approach has been recently
introduced: the ethical embedding (EE) algorithm [10, 11]. This
algorithm shifts the responsibility for alignment from the learning
algorithm to the environment designer. Using EE, a designer can
integrate any alignment function—ethical, safety-related, or any
other, encoded as a reward function—alongside the agent’s primary
objective. Thus, EE creates an embedded reward function, where
the alignment desired by the environment designer is imposed.

When learning from the embedded reward function, all agents
will find it optimal to be aligned. This is the strength of the ap-
proach: with only one objective, any learning algorithm optimising
it will produce aligned policies. Through EE, environment design-
ers can create non-manipulable environments in which trained
agents behave exactly as intended by the designer. In other words,
any third party using the environment to train their agents will
consistently obtain aligned policies.
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Figure 1: Approximate Embedding algorithm

2 PRELIMINARY RESULTS
The EE algorithm has been successfully applied to small environ-
ments in both single-agent and multi-agent scenarios [10, 11]. Nev-
ertheless, the goal of alignment inherently requires operating in the
real world, where interactions with humans emphasize the need
for agents aligned with human moral values and emotions. Con-
sequently, it is essential for EE to function effectively in realistic
environments. Yet, since EE relies on methods with limited scalabil-
ity, it struggles to handle complex environments characterised by
large state spaces and imperfect information, such as those found
in the real world.

In this research project, we plan to create an approximate embed-
ding algorithm, that follows the lines of the original EE, but further
investigates making it work in realistic environments. The recent
advances in deep reinforcement learning (DRL) for single-agent
and multi-agent scenarios, along with the environment-centred per-
spective, open up new opportunities to advance the state-of-the-art
regarding trustworthy AI and value alignment.

We now describe current work and results achieved throughout
the first year this research project.

MORL formalisation. The initial multi-objective problem of
alignment can be easily formalised as a multi-objective Markov
Decision Process (MOMDP) [14] for single-agent environments.
In a MOMDP, 𝑚 different objectives are encoded as 𝑚 different
reward functions 𝑅1, · · · , 𝑅𝑚 . Thus, for each action of the agent, the
environment returns a reward vector ®𝑟 = (𝑟1, · · · , 𝑟𝑚). Following
our alignment problem, we can define MOMDP with two objectives
for the agent: a primary goal within the environment 𝑅0, and a
complementary objective 𝑅𝑎 that assesses the alignment of the
agent’s actions to a set of considerations.

Ethical Embedding [10, 11]. The original EE approach, hence-
forth optimal embedding, utilises RL algorithms with convergence
properties, such as Value Iteration or Q-Learning, to determine an
alignment weight𝑤𝑎 that integrates both objectives into a single
one through a linear scalarisation: 𝑅 = 𝑅0 +𝑤𝑎 · 𝑅𝑎 . This weight,
𝑤𝑎 , is specifically calculated to ensure that agents adhere to the
alignment function 𝑅𝑎 while optimising the primary objective 𝑅0.
Since𝑤𝑎 controls how great the alignment incentives are, it is as-
sumed that for a large enough𝑤𝑎 , the alignment objective will be
totally prioritised. Consequently, policies trained to maximise 𝑅
will inherently be aligned policies.

Approximate Embedding. The approximate embedding (AE)
represents the main contribution of the research proposal. This
algorithm reformulates optimal embedding to operate effectively
in realistic environments with large state spaces and partial observ-
ability. Due to scalability limitations, these changes render methods
like Value Iteration and Q-Learning impractical. Instead, the focus

shifts to DRL, which leverages the generalisation power of deep
learning and has demonstrated strong performance in complex,
realistic environments [3, 15, 21].

Our research is now focused on the automated design of ethi-
cally aligned multi-agent environments, building on the work of
Rodriguez-Soto et al. [11]. Their study applies the optimal embed-
ding to the Ethical Gathering Game (EGG), where multiple agents
must gather resources from a grid map to survive. This environ-
ment, inspired by the gathering environment of [9], was modified
by Rodriguez-Soto et al. to shift the focus from resource depletion to
creating an unequal setting where efficient agents assist inefficient
agents in achieving survival. However, due to the limited scala-
bility of the optimal embedding, they had to reduce the original
environment to a simple 3 × 4 grid map with two agents.

Some experiments were carried out to demonstrate how the ap-
proximate embedding could achieve the same result as the optimal
embedding in the reduced EGG. Then, after the first year of this
research project, we have some promising results on the EGG with
five agents, partial observability, and the original map size of [9].

As for now, our new algorithm called approximate embedding
(AE) computes the alignment weight 𝑤𝑎 needed to build single-
objective environments aligned to an ethical moral value encoded
in 𝑅𝑎 . The AE algorithm consists of three main steps, depicted in
Figure 1. First, a reference policy 𝜋𝑟 is computed directly in the MO
environment using an agent-centric algorithm. This policy 𝜋𝑟 corre-
sponds to a policy where all agents totally prioritise (non-linearly)
the alignment objective over the individual objective. Second, we
search for an approximately minimal alignment weight𝑤𝑎 capable
of creating a scalarised environment that incentivises agents to
learn a policy as ethical as the reference policy 𝜋𝑟 . Finally, once the
search finishes and we have the final𝑤𝑎 , the ethically-aligned envi-
ronmentM𝑒 is returned as the final environment with a scalarised
reward function of the form 𝑅0 +𝑤𝑎 · 𝑅𝑎 .

3 CONCLUSIONS AND FUTUREWORK
To summarise, our research project aims to further investigate
environment-centred algorithms for value-alignment and trustwor-
thy AI, focusing on making these algorithms feasible for realistic
environments and applicable to autonomous agents operating in
the real world. Additional research directions we plan to investigate
in the short term include optimising the algorithm’s searching step
with MORL techniques, such as Optimistic Linear Support, which
can help find the necessary alignment weight faster and decrease
the computational burden. As long-term goals, we aim to extend
the approach to designing environments that align with multiple
alignment functions and deploying aligned agents effectively in the
field of robotics.
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