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ABSTRACT
Indirect reciprocity (IR), where reputations indicate with whom to
cooperate or defect, is one of the key mechanism for supporting
prosocial behavior among unrelated individuals. This mechanism
has been studied in the context of human-human interactions. How-
ever, as artificial intelligence systems continue to be deployed, the
introduction of artificial agents (AAs) in society has the potential
to fundamentally alter reputations’ assignment and spread, affect-
ing cooperation dynamics. AAs are fundamentally different from
humans, and can vary in their characteristics: they can have a wide
social reach, be centralized (e.g., chatbots) or decentralized (e.g.,
local LLMs), be physical or virtual, and more. Despite this, like
humans, AAs can also assign and spread reputations, and cooperate
or defect. My thesis focuses on creating a framework to study the
possible impacts that artificial agents have on human cooperation
through IR, using both theoretical models and user studies.
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1 INTRODUCTION
Human cooperation is a fundamental tool in society, allowing us
to not only achieve common goals, but to ensure greater individual
well-being. Cooperation can be formalized as an individual (donor)
spending a cost 𝑐 (energy, time, money), to provide a benefit 𝑏 to
another individual (receiver) [36]. As the cost of cooperating is
always on the side of the donor, its rational choice is always to
defect, even when 𝑏 > 𝑐 , despite cooperation providing a greater
overall benefit — this is known as a social dilemma [15].

To mitigate this dilemma, humans evolved and developed many
mechanisms that promote prosocial behavior [19]. One particular
mechanism is that of reputations, which help establish cooperation
among unrelated individuals [21]: even if two individuals have
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never directly interacted before, they might have observed or heard
about the interactions of the other (e.g., via gossiping [9]). In an
interaction, there is, therefore, an incentive to cooperate in order
to maintain a good reputation, ensuring future cooperation [2].
Similarly, reputations are used to determine who we cooperate
with, as those with bad reputations are more likely to exploit us.
This mechanism is known as Indirect Reciprocity (IR).

With the advent of artificial intelligence (AI), there has been
much effort to develop artificial agents (AAs) that not only can
interact among themselves, but also with humans, resulting in a
hybrid population (humans and AAs) [1, 7, 11]. As these agents can
be both virtual (e.g. chatbots [5]) or physical (e.g. robots [30, 40]), be
centralized or independent, human-like or machine-like, and much
more, a vast new research direction has opened to understand their
potential impact on prosocial behavior [6, 26].

There is a vast body of literature on IR and its role in human
cooperation [20, 25]. A large focus lies in studying social norms,
the rules that dictate what reputation an individual is assigned
following an interaction. Furthermore, its emergence and evolution
[21, 27, 41, 43], complexity [34], stability [23, 24], and relationship
with culture and morality [14, 22] have been widely studied in
many contexts. Besides reputation assignment, it is also crucial
to understand how reputations spread, and how that spreading
affects cooperation. Models of IR typically consider one of two
categories of reputation spreading: public reputations [20, 32, 37],
where all individuals are assumed to share assessments, usually as
a consequence of rapid gossip; or private reputations [12, 17, 29],
where each individual has its own view of every other individual,
and no gossip is present. More recently, some models [18] are
capable of partial gossip to more closely follow the real-world.

Similar to humans, AAs are also capable of discriminating and
assigning reputations following their own social norms [3, 39], and
of spreading reputations. In addition, it has also been shown that
humans judge AAs differently than they judge other humans [16],
suggesting that social norms are also dependent on the type of
individuals involved. While frameworks exist to assess IR and co-
operation among AAs [13], understanding how human cooperation
will be impacted by AAs, as well as how to develop AAs that pro-
mote, or at least do not damage human cooperation is therefore a
pressing matter [1, 8]. In my thesis, I aim to address the following
questions, via a combination of theoretical and empirical methods:

Q1: Under which scenarios can AAs promote, sustain or hinder
human cooperation through IR?

Q2: Can a theoretical framework be developed to predict the
resulting impact of AAs in human cooperation through IR?
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2 ARTIFICIAL AGENTS IN PUBLIC
REPUTATIONS

Figure 1: We consider a hybrid population consisting of adap-
tive agents (representing humans), in gray, and artificial
agents, in orange. Interactions involve three agents: a Donor,
Receiver and Observer(s). The Donor chooses whether to co-
operate or defect (C or D) with the Receiver. The interaction
is witnessed by the Observer, who determines the new rep-
utation (Good, G, or Bad, B) of the donor following a social
norm. The reputation is shared by the Observer, becoming
public knowledge. When reputations are private, this step
is partial or non-existent, thus disagreements can exist. Top
right: Reputations are assigned following a common social
norm that determines the next reputation of a donor given
the reputation of the recipient and the action of the donor.
Bottom right: The three strategies considered.

My first work [28] proposes an evolutionary game theoretical
model to explore hybrid populations when reputations are public. In
this scenario, each individual is assigned a binary reputation:Good,
G or Bad, B. Following previous models of IR [22, 23, 33], each
agent is capable of using one of various strategies: ALLC, which
always cooperates, ALLD, which always defects, and the discrimi-
nator strategy DISC, which cooperates with good individuals and
defects with bad. Adaptive agents (representing humans) [36], will
adopt strategies with a probability that is proportional to the payoff
of each strategy. AAs, on the other hand, are defined as hard-coded
agents, whose strategy is preselected and constant in time [31, 38].
This assumption does not mean that AAs do not employ learning
algorithms – although the execution of actions can be complex, we
abstract this complexity and focus instead on the resulting strategy
of the AA. An illustration of the model is presented in Figure 1.

We study the prevalence of cooperation [33] by measuring the
probability that, at any timestep, we observe cooperation. By vary-
ing the proportion of AAs relative to humans, the strategy of AAs,
and the social norm used, we made a first assessment of the poten-
tial impact of AAs in human cooperation through IR. Our primary
conclusions are that for cooperation to be promoted, AAs must
employ a DISC strategy, rewarding cooperators while punishing
defectors. AAs that cooperate unconditionally instead incentivize

humans to defect, undermining cooperation. Furthermore, ALLD
AAs are capable of completely dissolving cooperation, raising con-
cerns about the resilience of cooperation. We also study the impact
of biases against AAs in the form of a fixed reputation: we show
how a negative view of AAs is capable of undermining their benefit,
but a positive view can lead to a greater boost in cooperation.

3 (CENTRALIZED) ARTIFICIAL AGENTS IN
PRIVATE REPUTATIONS

My second work studies private reputations. Here, cooperation is
notably more difficult to achieve due to disagreements between
individuals. The primary method to sustain cooperation using rep-
utations is to defect against (punish) exploiters and cooperate with
(reward) cooperators, via the DISC strategy. However, without gos-
sip, it is difficult to agree if a defection was an exploitation or a
punishment, which generates further disagreements. This is known
the punishment dilemma. This work thus focuses on understanding
how AAs can help mitigate this dilemma. Additionally, recent work
has shown that humans judge AAs primarily by their actions [16],
as opposed to humans, which are judged by their intentions. This
implies that different social norms are used depending on the types
of agent involved, which we model by adapting [18] to distinguish
between the reputations of each type of agent.

We highlight that the major factor enabling the punishment
dilemma is that the average reputations of DISC and ALLC are
close to that of ALLD, leading DISC agents to ineffectively punish
defectors. However, a DISC AA is capable of promoting cooperation
between humans by increasing this reputation gap, effectively miti-
gating the punishment dilemma. This stems from the AAs being
both capable of more interactions than humans, and of AAs being
judged differently, allowing humans to observe more interactions
of others with AAs, and thus distinguish ALLD from cooperators.

4 ONGOING AND FUTUREWORK
More detailedmodels: My prior models, although insightful, lack
a connection with recent advancements in AI, particularly LLMs [5].
LLMs, in contexts like chatbots, are unique, as they can be sources of
influence [4] to individuals without directly participating in social
dilemmas. Furthermore, LLMS are highly accessible and possess
their own social norms [35]. As such, I am studying the social norms
of current LLM models, and their effects in cooperation.
Experimental work: My past work used abstractions of AAs
and humans, and although IR has been experimentally verified in
human populations [10, 42], gaps between theoretical and empirical
work still exist. To this end, I am developing user studies, based on
measuring human-assigned reputations in hybrid interactions, to
understand what social norms are used between humans and AAs,
and to clarify the role of IR in hybrid populations.
Fundamental work in IR: Modelling IR in hybrid populations
is challenging due to the many asymmetries between humans and
AAs, such as reputation assignment and spreading, social norms,
network structure, interactions, and proportion in the population.
In addition, the accessibility of AAs can range from an agent per
human, many in the population, or even a single agent partially or
fully accessible by the entire population. To capture these scenarios,
I am developing fundamental advancements in IR modelling.
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