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ABSTRACT

Autonomous agents often operate in environments with multiple,
conflicting objectives, where preference orderings vary with con-
text. Existing multi-objective planning approaches assume a single
preference ordering across the state space, making them unsuitable
for context-dependent priorities. In multi-agent systems, this com-
plexity increases as agents may operate under different contexts and
must coordinate for safe joint operation. Current methods focus on
static, single-agent settings or rely on centralized approaches that
do not scale. My dissertation develops scalable, efficient techniques
for multi-agent decision-making with context-dependent objective
preferences. To that end, I developed a context-based planning
framework for multi-objective settings, with theoretical guarantees
for computing valid, cycle-free policies. I extended this framework
to multi-agent systems, where agents complete tasks independently
while mitigating negative side effects (NSEs) of joint actions. Future
research will focus on contextual planning for cooperative multi-
agent systems under partial observability and non-stationarity,
enabling lifelong autonomy in dynamic environments.
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1 INTRODUCTION

In many real-world applications, such as navigation [5, 19] and
warehouse management [6, 14], autonomous agents must optimize
multiple, often competing objectives, with preferences that vary by
context. These preferences follow a lexicographic ordering, where
context dictates the priority of objectives and associated reward
functions. For instance, a semi-autonomous car in a construction
zone prioritizes avoiding uneven road surfaces over pedestrian
safety and speed, whereas in urban areas, pedestrian safety takes
precedence. In multi-agent systems, context becomes even more
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critical due to interdependencies among agents. For example, in
a warehouse, robots must balance individual goals, such as mini-
mizing travel distance, with joint goals dictated by context, such as
avoiding multiple robots in regions with high human traffic.
Using context for decision-making enables agents to adapt to
diverse and dynamic environments. Contextual information has
been applied in contextual bandits [12], context-aware planning [9],
and information retrieval [7, 21]. In existing literature, context is
typically defined as a parameter influencing environment dynamics,
rewards [3, 9, 13], obstacle positions [8, 20], or areas of operation [2].
However, most approaches assume static preferences, overlooking
the need to adjust objective orderings based on context. We define
context as a set of exogenous features that dictate objective priorities
and rewards, enabling flexibility to handle interdependencies and
shifting priorities in multi-agent, multi-objective planning.
Efficient and tractable planning in multi-agent, multi-objective
settings requires (1) frameworks that seamlessly switch between
objective orderings based on context, (2) optimizing individual and
team objectives in a safe and efficient manner, and (3) adapting
behaviors in settings with non-stationary contexts that change
over time. This paper presents my contributions to multi-objective
planning under contextual preferences (Section 2), extends the
framework to multi-agent settings for mitigating negative side ef-
fects of joint actions (Section 3), and outlines future work (Section 4)
on advancing contextual planning in dynamic multi-agent systems.

2 MULTI-OBJECTIVE PLANNING UNDER
CONTEXTUAL REWARD PREFERENCES

In a recent work [15], we address the challenge of planning in
environments with multiple, context-dependent preferences over
objectives. Contexts define the lexicographic ordering of objectives
and their associated reward functions, with multiple contexts co-
existing and influencing agent behavior based on the state. Existing
approaches to multi-objective planning typically assume a single,
static preference ordering over objectives across the state space,
limiting their applicability in environments where priorities vary.
To overcome these limitations, we introduce the Contextual Lexi-
cographic Markov Decision Process (CLMDP) [15], along with algo-
rithms that computes valid, cycle-free policies tailored to contextual
preferences, with theoretical guarantees for goal reachability.
Traditional methods for multi-objective decision-making rely
on static lexicographic orderings [17, 22] or scalarization tech-
niques [23] to balance objectives. While these approaches can repre-
sent fixed objective preferences effectively, they are not designed to
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accommodate context-dependent variations. Extensions that parti-
tion the state space into regions with different preferences [22] lack
principled methods for defining partitions or ensuring consistency
across them. Our framework addresses these gaps by computing
independent policies for each context and integrating them into a
global policy that adapts to the state-to-context mapping, ensuring
that the final policy is free of conflicts that prevent goal-reachability.

Our solution approach for CLMDP involves three steps. First,
policies are computed independently for each context under its
lexicographic ordering and then compiled into a global policy by
mapping actions to states based on their contexts. Second, the
global policy is analyzed using ConflictChecker to identify cycles
that prevent goal reachability. Finally, conflicts are resolved with
ConflictResolver, which iteratively updates lower-priority context
policies while preserving the actions of higher-priority contexts.
This ensures a conflict-free global policy that respects context-
specific preferences and guarantees goal reachability.

The ConflictChecker detects inconsistencies in the global pol-
icy by evaluating goal reachability from every state. A conflict is
flagged if a state lacks a valid path to the goal due to conflicting
actions across contexts. Detected conflicts and the involved states
are passed to the ConflictResolver, which resolves conflicts by itera-
tively updating policies. Starting with the lowest-priority context
in conflict, higher-priority actions are fixed to constrain updates.
Policies in the update set are sequentially revised, from highest to
lowest priority, with resolved actions fixed after each update. If
conflicts persist, higher-priority contexts are added, and the process
repeats until all conflicts are resolved. This ensures a conflict-free
policy that respects context-specific preference orderings.

We provide theoretical guarantees for both algorithms, ensuring
that the resulting policies are conflict-free and enable goal reacha-
bility [15]. Our framework is validated through simulations across
three domains and hardware experiments with mobile robots. Re-
sults show that the approach not only performs well across all objec-
tives but also consistently outperforms baseline methods, achieving
the highest value for the worst-performing objective. In all trials, the
framework resolves conflicts reliably and without failure, demon-
strating its robustness and applicability in complex multi-objective
planning scenarios.

3 MITIGATING SIDE EFFECTS IN MULTI-
AGENT SETTINGS

In multi-agent settings, context can be used to plan for inter-agent
dependencies, particularly when addressing safety concerns such
as negative side effects (NSEs). NSEs, unintended and undesirable
outcomes of collective system behavior, often emerge due to in-
complete or overly simplified decision-making models [1, 17, 18].
In multi-agent settings, NSEs are unintended consequences of joint
actions [16]. For instance, high-traffic areas or overlapping tasks
can increase the likelihood of NSEs that are typically unknown
prior to deployment and jointly reported for all agents [16], making
mitigation challenging. Such dependencies increase the complexity
of planning, especially as the number of agents grows, making
centralized methods for mitigating NSEs [4] computationally in-
feasible and difficult to scale. Furthermore, prior approaches focus
on single-agent scenarios [10, 11, 17, 18, 24] or treat other agents
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as static elements of the environment [1], failing to address the
dynamic interdependencies that give rise to NSEs.

In settings where NSEs may occur, the agent must plan to mit-
igate NSEs in addition to optimizing its task performance. The
problem is formulated as a bi-objective problem, where the first
objective prioritizes the efficient execution of assigned tasks, and
the second objective minimizes penalties associated with nega-
tive side effects. Our work in [16] frames this as a context-based
decision-making problem by introducing an additional NSE occur-
rence context alongside the existing task completion context. By
introducing this additional context, agents can explicitly plan for
conditions that lead to NSEs, such as interdependencies among
agents or shared resources, and incorporate this information into
their decision-making. This approach allows agents to adjust their
behavior to optimize task performance while actively mitigating
NSEs, ensuring that both objectives are addressed without compro-
mising system efficiency or scalability.

The solution operates in three stages, with context playing a cen-
tral role throughout. First, agents compute task completion policies
independently, guided by the task completion context that ignores
NSEs. Next, an NSE monitor module evaluates the joint behavior of
agents to compute jointly reported NSE penalties. These penalties
are analyzed using a blame resolver, which simulates counterfactual
scenarios for each agent to assign blame values estimating their
individual contributions to the NSE penalty. The assigned blame
is incorporated into agent-specific penalty functions, forming the
basis of the NSE occurrence context. Finally, agents recompute their
policies to balance the preferences of both contexts, ensuring that
safety considerations are integrated alongside task performance.

Our experiments in simulation and hardware validate the effec-
tiveness of our context-based approach to mitigating NSE penalties.
By selectively updating the policies of agents contributing most to
NSEs, significant penalty reduction is achieved without requiring
updates for all agents. Results further show that our method scales
efficiently and outperforms baselines across simulated domains and
real-world multi-agent environments.

4 FUTURE WORK

As part of future work, I have started to explore ways to handle
non-stationarity, where contexts change over time and are partially
observable. In such settings, agents must coordinate to infer under-
lying contexts and adapt their policies accordingly. This introduces
challenges in balancing exploration for context inference with ex-
ploitation for task optimization, particularly in multi-agent environ-
ments where coordination is critical for accurate context detection
and effective operation. Another direction involves scenarios where
agents operating under different contexts create conflicts that hin-
der each other’s task completion. Resolving such conflicts requires
coordination to ensure efficiency and task success while also open-
ing opportunities to explore credit assignment across contexts. This
would allow agents to attribute responsibility for inter-agent con-
flicts and optimize collective behavior. These extensions aim to
advance long-term autonomy in multi-agent systems.
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