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ABSTRACT
This demo presents Chat4Elderly, a Multi-Agent System (MAS)

designed to support the well-being of elderly users through per-

sonalized and proactive interactions. The system combines Large

Language Models (LLMs) with smartwatch sensor data to provide

real-time, context-aware responses that address both mental and

physical health needs. By analyzing conversational patterns and

physical activity levels, it adapts to user preferences, offering per-

sonalized assistance and engagement. Over time, the system im-

proves its interactions using stored knowledge, increasing person-

alization and supporting long-term well-being. This approach helps

reduce loneliness and enhance quality of life (QoL), creating a more

supportive and engaging experience for elderly users.
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1 INTRODUCTION
As the global population ages, improvements in healthcare and

living standards have led to a growing number of elderly peo-

ple, creating new challenges that require innovative solutions [11].

Older adults face mobility problems that increase the risk of ac-

cidents, while psychological struggles such as loneliness, depres-

sion, and anxiety are common, all contributing to a decline in QoL

[6, 13]. Technology presents a promising solution to these chal-

lenges as recent advances in generative AI [5], wearable technol-

ogy [9] and MAS [9] have allowed the development of continuous

monitoring systems that significantly improve elderly care. LLMs

such as GPT [1] and Llama [14] models perform exceptionally

well on a variety of general-purpose tasks, including answering

questions, summarizing texts and generating code, consistently

delivering impressive performance [15]. These technologies are

now more accessible, driving innovation, and enabling customized
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Figure 1: System Architecture

solutions across multiple industries. However, their effectiveness

can be limited in scenarios that require highly specific responses

or adapted personalization for individual users. This is where tech-

niques such as fine-tuning [8] and prompt engineering [12] be-

come essential. Using customized prompts can optimize the per-

formance of LLMs for specific use cases, such as improving el-

derly care [3]. This demo presents a MAS that combines gener-

ative AI and wearable technology to provide personalized and

proactive interactions. The demonstration video can be found at:

https://www.gecad.isep.ipp.pt/chat4elderly-backend

2 THE PROPOSED SYSTEM
The proposed system combines generative AI with wearable tech-

nology to create personalized and proactive interventions aimed at

improving the well-being of elderly individuals. It uses LLMs to fa-

cilitate communication through two techniques. The first, retrieval-

augmented generation (RAG) [7], retrieves relevant information

from a database of past interactions, improving response accuracy

and relevance. The second technique uses Fitbit smartwatch sensor

data to assess the user’s physical state in real time. By incorporating

both sources of information, the system generates more accurate

and contextually appropriate responses. Figure 1 shows the system

architecture and explains how it functions. The system consists

of three main components: MAS, RAG, and LLM. MAS includes

two agents: the interaction agent, which manages communication,

and the proactive agent, which processes sensor data and alerts the

interaction agent when new actions are needed. The RAG stores

and retrieves previous knowledge from past conversations, while

the LLM generates the final message sent to the user.

2.1 Interaction Agent
The interaction agent serves as an intermediary, facilitating com-

munication between the user and the proactive agent. To achieve

this, the agent presents two main behaviors: the user interaction
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behavior and the proactive agent interaction behavior. Using the

user interaction behavior, the agent processes incoming user mes-

sages and attempts to retrieve relevant past conversations from the

knowledge base. To assess the relevance of previous conversations,

a cosine similarity search is utilized, which compares the embed-

dings of previously conversations with those of the current user

message, generated using the all-minilm-l6-v2 embedding model.

If RAG identifies relevant documents, they are appended to the

conversation’s system prompt, and the final model, meta-llama-
3.1-8b-instruct, is invoked with the improved prompt. This model

was chosen because it demonstrated the best balance between LLM

quality and computational resource available [4, 10].The proactive

agent interaction behavior involves engaging with the agent using

messages that evaluate user interaction and trigger system actions.

2.2 Proactive Agent
The proactive agent communicates directly with the interaction

agent. It fetches walking steps data from the Fitbit smartwatch

sensor via API at the beginning of each day and processes it using

the following algorithm.

Algorithm 1 Calculate User Profile

function analyze_steps(steps)

step_threshold ← 5000

total_steps← 0

initialize avg_steps, most_active, least_active as empty lists

for each day from 0→ 6 do
day_steps← sum(steps[day])
total_steps← total_steps + day_steps
add day_steps to avg_steps
periods ← { sum(steps[day][6:12]), sum(steps[day][12:18]),

sum(steps[day][18:24]), sum(steps[day][0:6]) }
labels← { 0, 1, 2, 3 }

add labels[index_max(periods)] to most_active
add labels[index_min(periods)] to least_active

end for
avg_daily_steps← total_steps / 7
for each daily_steps in avg_steps do

if daily_steps ≥ step_threshold then
step_status← 1

else
step_status← 0

end if
end for
return avg_daily_steps, most_active, least_active

end function

The algorithm analyses data from the past seven days to identify

activity patterns. Each day, it calculates the number of steps taken

and divides them into four periods: morning, afternoon, evening,

and night. It determines the periods with the highest and lowest

activity levels and computes the average daily step count for the

week. A threshold of 5000 steps [2] is used to evaluate the physical

activity level, and the algorithm returns this evaluation along with

the times of highest and lowest activity. The system only determines

the specific hour and type of interaction to initiate a conversation,

without specifying how to begin or what content to include. This is

where generative AI, powered by LLMs, plays a crucial role. Figure

Proactive message system prompt

Your task is to suggest one {activity_type} to the user. Here is a list of some {activity_type} activities that you can use:
{activities}

Here is the current date time: {now} and you are in {country}. The user name is {username} and the user's current
{state_type} state is {state}.

You are Chat4Elderly, a warm AI assistant for elderly users.Your friendly tone makes conversations comfortable and
engaging. You listen, ask questions, and offer support in a clear and simple way. You adjust your style to each user’s
needs.

Here is some additional context from past conversations:{conversations}

The final response must not be more than one sentence and should feel casual and personal.

Summary of the last conversation from {datetime}:{summary}

Use these insights to prioritize and to avoid repeating activities that were proposed recently:

Figure 2: Prompt for proactive interaction

2 illustrates an example of the prompt used to generate a proactive

interaction. This prompt is designed to start proactive conversations

and it is divided into seven sections. The first section outlines the

model’s role. The second section is dynamic, including user details,

location, and the current date and time for time-sensitive responses.

The third section instructs the model to choose an appropriate

interaction from a list based on context. The fourth section directs

the model to avoid repeating previously suggested interactions,

using past conversation data. The fifth section offers a summary

of the last conversation for additional context. The sixth section

includes relevant past interactions to inform the current task. The

prompt concludes with a request for the model to provide one clear,

concise suggestion to the user.

2.2.1 User Profiles. During registration, users provide details such
as name, age, activity level, emotional state, and preferences. This

data creates an initial profile, allowing system access without a

smartwatch. Once connected, the system compares self-reported

activity with Fitbit data for more accurate fitness assessments. Fit-

ness data is not stored but retrieved daily to adjust user levels. Only

profiles and conversations are stored, and users can delete their

account and reset personalization. The system adjusts prompts

based on emotional state and uses sentiment analysis to enhance

proactive interactions.

3 CONCLUSION
This paper addresses the challenges of aging, such as physical mo-

bility and social isolation, which negatively impact the QoL. It

proposes Chat4Elderly, a MAS system that integrates AI technolo-

gies, particularly generative AI, to provide dynamic, personalized

support for elderly individuals, improving both physical and men-

tal health through conversation-based systems. While the current

system is ready for testing with real users, future work will focus

on improving metrics and personalization by collecting more data

on elderly users’ daily activities. This approach aims to promote

active and healthy aging, supporting a balanced physical, mental,

and social well-being.
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