
MapBot: A Multi-Modal Agent for Geospatial Analysis
Demonstration Track

Martin Weiss
Mila, Quebec AI Institute

Montreal, Canada
Polytechnique Montreal

Montreal, Canada
weissmar@mila.quebec

Nasim Rahaman
Mila, Quebec AI Institute

Montreal, Canada
Max Planck Institute for Intelligent

Systems
Tübingen, Germany

Chris Pal
Mila, Quebec AI Institute

Montreal, Canada
Polytechnique Montreal

Montreal, Canada
Canada CIFAR AI Chair

Montreal, Canada

ABSTRACT
MapBot is an interactive system to manipulate, analyze, and visu-
alize geospatial data. It combines frontier computer vision models
with a large language model running in a Read–Eval–Print Loop
(REPL). Users can upload or select aerial or satellite imagery, an-
notate objects, and query the data using natural language and a
point-and-click interface. The LLM agent loop enables the orches-
tration of Segment Anything and DinoV2, Python code generation
and execution, and the display of results in a web interface. This
approach lowers the barrier to geospatial analysis for non-experts,
enabling rapid annotation and querying of complex data through
dialogue that includes map-based interaction.
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1 INTRODUCTION
MapBot1 is an agentic system designed to simplify the process of
analyzing geospatial imagery for non-experts. Geospatial data is
crucial for applications ranging from precision agriculture to urban
planning. However, existing GIS tools often require specialized
training, limiting their usability for broader audiences. MapBot
bridges this gap by integrating a Large Language Model (LLM) with
state-of-the-art vision models in an agentic framework.

The core of MapBot is a frontier LLM. The LLM operates in a
Read-Eval-Print Loop (REPL) equipped with functions to invoke
vision models including Dino V2 and Segment Anything Model
(SAM). The LLM generates ‘thoughts’, writes Python code, and
responds to user inputs via chat messages and manipulating the
geospatial data rendered on a map. The code generated by the LLM
is executed on a Python interpreter which has access to custom
functions (implemented using libraries such as GeoPandas [4]) that
1Demo Video: https://www.youtube.com/watch?v=qNCmsexvrt8
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can manipulate the displayed geospatial data. A ‘side effect’ of
updating the data is that it updates the map displayed to the user.
At that point the user may click additional locations on the map
and send more chat messages to continue the interaction.

Users interact with MapBot through a web interface built with
Streamlit and MapBox [6] which allows them to annotate and query
the data directly in their web browser. This interface reduces the
barrier to entry since no specialized desktop hardware or software
application is required.

Compared to traditional GIS tools that require specialized train-
ing and domain-specific software proficiency [2–4], MapBot is de-
signed for non-experts. While some interactive Earth observation
systems have begun integrating large language models in agent
loops [1], MapBot combines a user interface designed for non-
experts with an intuitive self-documenting agent loop and cloud-
based neural pipeline. Building on Wu and Osco [11]—which in-
tegrated SAM into geospatial workflows — and Osco et al. [10] —
which pioneered zero- to one-shot segmentation in remote sensing
— MapBot aims to democratize access to such systems by contribut-
ing an easy-to-use interface for interactive annotation and analysis.

2 MAPBOT SYSTEM ARCHITECTURE
MapBot uses three state-of-the-art foundation models: GPT-4 [7],
Segment Anything Model (SAM) [5], and DinoV2[9], operating
together as illustrated in Figure 1, which shows a flowchart di-
agram of the MapBot architecture. The diagram illustrates how
user inputs flow through the LLM to generate Python code, which
then interfaces with a REPL to execute geospatial analysis func-
tions. The system shows the bidirectional interaction between user
messages/clicks and map updates.

MapBot uses the Python libraries GeoPandas [4] and Rasterio
[3] as well as the aforementioned computer vision models to ma-
nipulate geospatial data via Python function calls. By using these
models and libraries, we can implement highly abstract functions
like ‘ExtractObjectsThatLookLike’, ‘FindNearbyObjects’, and ‘Visu-
alizeObjects’. Furthermore, this collection of function calls is easily
extensible to technical specialists who wish to add new functionali-
ties to MapBot (which will be open-sourced upon publication).

MapBot’s visual inference pipeline, depicted in Figure 2, pro-
ceeds as follows. User clicks and raster imagery serve as inputs.
In addition, MapBot can access up-to-date information via exter-
nal APIs including Mapillary [2], Mapbox [6], and OpenStreetMap
[8]. These inputs are processed by neural modules, including the
Segment Anything Model (SAM) for segmentation and DinoV2
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Figure 1: The MapBot system architecture.

for feature extraction. The outputs of these models are then fused
during an integration phase, resulting in a Pandas GeoDataFrame
that merges spatial information with model outputs. This process
generates probability maps and segmented outputs.

Figure 2: The MapBot neural pipeline flow diagram.

3 USER INTERFACE

The main components of the interface include:
(1) Central Map: Main geospatial visualization area.
(2) Sidebar Tools: Label and visualization controls.
(3) Class Manager: Create and manage annotations.
(4) Annotator: Point-and-click map labeling tools.
(5) Inference Panel: LLM execution controls.
(6) Layer Options: Adjust layer visibility and opacity.
(7) Chat: Interact using natural language.
(8) Code Display: Show LLM reasoning and code.

These interface elements are shown in Figure 3. The user inter-
acts with MapBot via MapBox JS map on a Streamlit website.

4 DEMONSTRATION AND USE CASES
We showcase MapBot’s interface and analysis features by walking
through a typical user workflow. The process begins when users
upload or select a georeferenced raster (GeoTIFF), which then ap-
pears on the central map panel alongside sidebar controls.Users can
define classes (e.g., “house”, “tree”) and annotate examples directly
on the map. They can then run inference on the ML pipeline and vi-
sualize the results on the map. This iterative process allows users to
refine the model’s understanding by adding classes or annotations
as needed.

Figure 3: The MapBot User Interface

After annotation, users can run inference on the entire raster,
with results displayed as overlays on the map. These include proba-
bility maps and class-specific detections, which users can explore
by adjusting layer visibility and opacity.

A key feature is the natural language querying capability. The
“Interrogate Data” panel allows users to ask complex questions, for
example:

• Identify trees near utility poles
• Modify and show certain segmented objects
• Compute statistics about vectorized geospatial data

The demonstration highlights MapBot’s application in utility
infrastructure management, but its potential extends far beyond.
The approach demonstrated by MapBot may benefit numerous
fields, including biodiversity sciences, agriculturalists, journalists,
and NGOs. By offering advanced geospatial analytics through a
user-friendly interface and natural language interaction, MapBot
makes powerful spatial data analysis accessible to a wide range of
users across various disciplines.

5 CONCLUSION AND FUTUREWORK
MapBot lowers the barrier to geospatial analysis with its agentic
orchestration of AI models, intuitive interface, and natural lan-
guage querying. Future work includes integrating domain-specific
plug-ins for environmental monitoring, supporting real-time data
streams, and systematically evaluating usability through user stud-
ies. In addition, bridging MapBot with large-scale geospatial re-
sources (e.g., Google Earth Engine or Microsoft Planetary Com-
puter) could significantly expand data coverage and streamline data
ingestion.

Beyond these core features, the MapBot system architecture nat-
urally accommodates expansion via new functions that could enable
it to support specialized data sources or processing routines. For ex-
ample, researchers focusing on environmental conservation might
connect to satellite-based time series data to inject information
about changes in forest cover or habitat availability over months
or years. Likewise, civil engineers can integrate high-resolution
LiDAR datasets for urban planning tasks such as detecting rooftop
solar potential or assessing flood risk near critical infrastructure.
Developing a plugin ‘marketplace’ would create new opportuni-
ties for users and researchers to apply this approach to diverse
geospatial challenges across multiple disciplines.
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