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ABSTRACT

We motivate and summarize a perspective on game-theoretic rea-
soning as navigating in a space of game views. The full journal
version appears in Autonomous Agents and Multi-Agent Systems [5].
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Advances in game-theoretic reasoning have greatly expanded the
scale and scope of multiagent systems subject to the tools of game
theory. The implicit perspective in game reasoning is that there is
a central object: a game, to be solved. This is a convenient fiction.
In reality, agents that we want to reason about live in a strategic
environment extended in time, potentially influenced by actions
of myriad other agents they or we might not even know about.
Practically, to make decisions, we must draw some lines and bound
attention—temporally, spatially, socially, topically—focusing on the
most salient strategic interactions and trusting that the rest are
sufficiently unimportant or independent to ignore in the operative
context. We might also choose to cover broad swaths of interactions
in an aggregated or abstracted way, trading fidelity for tractability.
Such modeling judgments are inescapable. For starters:

e how far in the future must an agent plan and reason about
behaviors and reactions of others,

e which others should be considered, and

e at what level of detail?

An ambitious Al developer naturally wishes to make modeling
choices explicit and place them under algorithmic control. In some
contexts, it is possible to assess tradeoffs quantitatively, for example
theoretical bounds on errors due to forms of game abstraction [4].
Gilpin and Sandholm [1] used integer programming to select an
optimal abstraction scheme for poker game trees, given complexity
constraints. More generally, evaluating tradeoffs to construct an
optimal game-theoretic model is beyond current capabilities.

In contrast, generating candidate game models within a defined
space is relatively straightforward. Systematic exploration in this
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model space can be informative, even if we cannot determine the
“best” model. Different models make different tradeoffs, and the
weaknesses of one model may line up with strengths of another.
Considering an ensemble of models is one way to cover many per-
spectives, even when a single model for their union is intractable.

One might even aspire to control a strategic agent with game-
theoretic reasoning, iteratively scoping decision problems and gen-
erating models with corresponding scopes. The model ensemble
continually adapts based on experience and change of circumstance.

As a first step, we propose and start to develop a conceptual
framework for sequential formulation of game-theoretic models.
The key object is what we call a game view, which encapsulates
a specific set of modeling choices about which aspects of a strate-
gic situation to focus on in a particular analysis instance. Game-
theoretic reasoning overall comprises a series of these instances,
through a process we term game view navigation.

Navigating among game views attempts to glean insights about
a strategic scenario from multiple perspectives, varying scale and
emphasis of different elements. Viewing everything all at once is
not generally feasible, even with today’s impressive game reasoning
toolkit. This is especially true a priori when we lack confidence
about which of the potentially relevant elements are actually salient.

The framework also serves to describe many existing methods
in game reasoning. Some were expressly conceived in these terms,
for example iterative abstraction of action spaces [3]. Others have
not been explicitly described in this way, yet they fit the framework
quite well.

Our key contribution, therefore, is explicating game view naviga-
tion as a unifying framework for iterative game reasoning. We show
how numerous and diverse methods can be cast in this framework,
drawing interesting connections in the process. We follow by ap-
plying the framework for new method design, based on modulating
levels of aggregation to guide equilibrium search.

1 CONCEPTUAL FRAMEWORK

Fig. 1 presents a high-level diagram of the conceptual framework of
game view navigation. Game knowledge is the underlying source
of information about a game. This might include specifications in
any well-defined representation language, as well as databases or
simulators of various forms. The corpus of knowledge is considered
static in this framework, though it may be elaborated or otherwise
change form during navigation as a result of reasoning.

For example, in poker, game knowledge comprises rules for how
the game is played, including how the cards are dealt out and how
betting works. In the course of reasoning, all or part of the game
tree could be worked out in a more explicit form, but that would
not represent an actual change in game knowledge.
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Figure 1: Game view navigation: A sequence of game views gener-
ated from game knowledge by game view operations.

A game view is a game model intended to capture key elements
of a complex strategic situation. Models may be described in a va-
riety of forms, for example standard formal descriptions such as
normal-form or extensive-form, as well as special-purpose repre-
sentations suitable for particular algorithms. Game views are built
selectively from game knowledge, and serve as the central object
of game-theoretic analysis. In the poker example, different game
views might abstract elements of the state space (e.g., grouping
cards into classes) or action space (reducing betting options), or
might selectively consider only parts of the game tree.

What counts as a “key element” of a strategic situation is in-
evitably subjective or speculative, so technically any game model
would qualify as a game view. We introduce the redundant ter-
minology expressly to emphasize the fact that any game model
represents just a particular view of a more complex situation, and
there are other views of comparable validity which may provide
complementary perspectives.

Game view operations (GVOs) frame new game views based
on previous game views and results from analyzing them. The new
views are then constructed from the game knowledge. For example,
GVOs might frame a new view as an abstraction or refinement of the
previous, or as an elaboration or projection of other views. In poker,
the domain of betting options could be adapted systematically based
on results from prior views [2]. Formally, a GVO maps previous
game views plus game knowledge into a new game view. This
mapping typically includes explicit reasoning steps, such as solving
previous game models according to specified solution concepts.
Many specific GVOs are described below.

Finally, a navigation pattern is a generative sequence of game
views, starting from an initial game view, and iterating through
game view operations until a termination criterion is satisfied.

2 AN ILLUSTRATIVE EXAMPLE: IBR

We define a navigation pattern by specifying the game knowledge
and initial game view I'?, along with reasoning steps, GVOs, and
termination criteria. A typical process extracts a solution o*k for
game view I at each iteration k, according to some solution con-
cept as implemented by a specified solver. The GVO then uses the
solution o*¥ in producing T**! based on the game view history.

To illustrate the framework, we show how a simple game rea-
soning method—iterative best response (IBR)—can be cast in terms
of game view navigation. The IBR method maintains a pure profile
s =(s1,...,5p). On each iteration, we choose a player i and replace
i’s strategy with the best-response to the others, s} € BR;(s-;) =
arg maxs; es; Ui(i, S—i)-
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Iterative Best Response (IBR) ‘

GK  Abase gameT.

it T = L) (X,,...X1,5,) - Players i # n are restricted to
singleton sets: X; = {s}, s € S; arbitrarily chosen.

Solver Derives s** € PSNE(T¥).

GVO TR =Ty ) withX; = {s;¥} fori #, k+1,

and X; = S; fori =, k+ 1.
Termi- On encountering a previously generated game view,
nation that is, T* = T¥ for some k’ < k.

Game knowledge (GK) in this instance takes on a simple form,
that of a base game. Navigation operates on game views that are
restrictions of this base game. Determining which restrictions to
solve on each iteration is the essence of the navigation pattern.

(More flexible navigation patterns can make use of generative
forms of game knowledge. For example, in approaches based on
empirical game-theoretic analysis [6], GK is given in the form
of an agent-based simulation model.)

For IBR, the key idea is that each game view fixes the strategies
of all but one player. Note that when the strategy sets for all agents
Jj # i are singletons {s;}, the PSNE computation in the Solver op-
eration reduces to solving for BR;(s—;). Starting from an arbitrary
assignment of strategies to n — 1 players (Init step), IBR repeatedly
determines a BR for the remaining player in this way, fixing that
player’s strategy to the BR, and moves on to the next player (GVO)
who now has all their strategies available. The criterion for Termi-
nation is generation of a game view at iteration k equivalent to one
seen at an earlier iteration k’. A PSNE of T represents a solution of
the base game I' if k” = k —n, which means that the singleton X; are
unchanged on the cycle for each i. Otherwise (i.e., kK’ < k — n) the
strategy configurations are changing, and the procedure is cycling
rather than converging.

3 MODULATING PLAYER AGGREGATION

The framework is also useful for developing new approaches. We
specifically investigate navigation patterns that modulate levels
of player aggregation, using an abstraction technique that approx-
imates many-player games as games with fewer players [7]. As
we demonstrate through computational experiments, navigating
across levels of player reduction provides a flexible means to trade
off computation and accuracy in identifying approximate equilibria.
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