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ABSTRACT
Online motion planning is a challenging problem for intelligent

robots moving in dense environments with dynamic obstacles, e.g.,

crowds. In this work, we propose a novel approach for optimal

and safe online motion planning with minimal information about

dynamic obstacles. Specifically, our approach requires only the

current position of the obstacles and their maximum speed, but

it does not need any information about their exact trajectories

or dynamic model. The proposed methodology combines Monte

Carlo Tree Search (MCTS), for online optimal planning via model

simulations, with Velocity Obstacles (VO), for obstacle avoidance.

We perform experiments in a cluttered simulated environment

with walls, and up to 40 dynamic obstacles moving with random

velocities and directions. With an ablation study, we show the key

contribution of VO in scaling up the efficiency of MCTS, selecting

the safest and most rewarding actions in the tree of simulations.

Moreover, we show the superiority of ourmethodologywith respect

to state-of-the-art planners, including Non-linear Model Predictive

Control (NMPC), in terms of improved collision rate, computational

and task performance.
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1 INTRODUCTION
Motion planning for mobile robots is an important and widely

studied research area. When robots move in a (possibly uncertain)

environment in the presence of dynamic obstacles, e.g., other agents

or people, they must balance trajectory optimality towards the goal

This work is licensed under a Creative Commons Attribution Inter-

national 4.0 License.

Proc. of the 24th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2025), Y. Vorobeychik, S. Das, A. Nowé (eds.), May 19 – 23, 2025, Detroit, Michigan,
USA.© 2025 International Foundation for Autonomous Agents andMultiagent Systems

(www.ifaamas.org).

and risk of collision. Fast real-time trajectory computation is a key

feature in dynamic environments to guarantee prompt response

and adaptation to changes in the environment [39].

Reactive planning methods, e.g., Velocity Obstacles (VO) [20] and

Artificial Potential Fields [52] consider a single motion command

per time step, but they can get stuck in local minima when maps are

complex [19]. On the other hand, look-ahead planning methods, as
Non-linear Model Predictive Control (NMPC) [32] and tree-based

search [46], are more robust since they optimize the trajectory over

a time horizon. However, they are computationally demanding in

dynamic environments, where re-planning is often needed. Fur-

thermore, these methods often require precise knowledge about

the trajectories of dynamic obstacles [51], which is often unavail-

able or uncertain in real-world domains, especially when dealing

with agents exhibiting heterogeneous behaviors (e.g., humans [25]).

Deep Reinforcement Learning (DRL) has recently become popular

for motion planning in complex dynamic environments; however,

it often struggles to generalize beyond the training scenario, offer-

ing no guarantee about safe collision avoidance. Additionally, its

effective implementation requires extensive training data [1].

In this paper, we propose a novel approach to online robotic

motion planning in dense and dynamic and partially unknown

environments, combining look-ahead and reactive planning. Un-

like other methods assuming partially known obstacle trajectories

[31, 51], our approach only requires knowledge about the instan-

taneous obstacle locations, which can be obtained from standard

sensors (e.g., LIDARs and cameras), and an upper bound on their

maximum velocity (typically available, e.g., from social models [27]

or other robots’ specifications). We define the problem as a Markov

Decision Process (MDP) and solve it using Monte Carlo Tree Search

(MCTS). MCTS often fails to scale to large action spaces [7, 8, 11, 15],

which limits its applicability to fine-control mobile robots’ velocity.

For this reason, we combine MCTS with the VO paradigm, which

prunes unsafe actions (i.e., leading to collisions) from the search

space during MCTS simulations, reducing the action search space. If

the positions and maximum velocities of obstacles are known
1
, the

integration of the two approaches guarantees that the agent always

picks safe (i.e., not colliding) and optimal actions, considering a suffi-

ciently small time-step Crucially, using the proposed approach, the

number of simulations required by MCTS is significantly reduced,

1
In case of uncertainties, upper bounds can be used.
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fostering the deployment of the approach to real robotic platforms,

which often have limited computational resources.

We validate our methodology in a simulated 10 × 10 m map

(inspired from [25]) containing up to 40 randomly moving obstacles

with a diameter of 0.2 m each. Our results show that VO allows to

greatly improve the performance of MCTS, achieving higher cu-

mulative reward and success rate (i.e., collision-free goal reaching)

even with very few simulations (up to 10 simulations per MCTS

step, corresponding to a planning time of ≈0.02 s). Furthermore, the

proposed approach achieves superior cumulative reward with fewer

collisions with respect to competitor motion planners, including

the classical Dynamic Window Approach (DWA) [33] and NMPC

[32], an established methodology for optimal motion planning [51]

which is considerably more computationally demanding.

In summary, the contributions of this work are the following:

First we propose a novel methodology for onlinemotion planning in

partially unknown cluttered dynamic environments, requiring only
the knowledge of the current position of obstacles, rather than their

velocities or full trajectories; Second we discuss the assumptions

to guarantee safe collision avoidance with VO action pruning in

MCTS; we scale up the efficiency of MCTS to large action spaces

(up to 60 actions) required for smooth trajectory generation in

real robotic applications, introducing a VO-based methodology

to prune unsafe actions and reduce required simulations; Third

we empirically demonstrate the efficacy of our methodology in

environments with dense randomly moving obstacles, compared to

state-of-the-art online planners (NMPC and DWA), and perform

an ablation study to highlight benefits of VO in MCTS.

2 RELATEDWORKS
The problem of motion planning for mobile robots has been exten-

sively studied in scientific literature [3, 16]. Nonetheless, this is still

an open research area, given the demonstrated intractability of the

problem in generic dynamic environments [30]. We classify motion

planning algorithms into three main categories: reactive planners,

look-ahead planners, and learning-based planners. Reactive plan-
ners compute only the next safe (i.e., collision-free) robot command,

given the current configuration of the environmental map. Since

they consider only the instantaneous situation, reactive planners

are computationally efficient, hence the trajectory can be adapted

at run time in the presence of dynamic obstacles and multiple mov-

ing agents. Main examples include Artificial Potential Fields (APF)

[23, 24, 54] and Velocity Obstacles (VO) [20, 40]. A known issue

with reactive planners, such as the APF method, is that they can

get stuck in local minima [19] in case of specific configurations of

obstacles and goals. This typically requires ad-hoc modifications of

the standard reactive planning approach [41]. In the VO paradigm,

a slight perturbation of the reactive planner may help escape local

minima
2
; however, in cluttered environments this may badly affect

the performance of the agent. In complex maps, look-ahead planners
are more suitable to find a feasible path towards the goal, since

they optimize the trajectory over a time horizon. Most popular

examples include planners based on graph search to optimize the

trajectory over a discretization of the environmental map, includ-

ing Rapidly-exploring Random Trees (RRT) [34] and A
∗
[18]. Other

2
Example implementation available at https://gamma.cs.unc.edu/RVO2/

look-ahead solutions include time-optimal planning [21], Dynamic

Window Approach (DWA) [22], Non-linear Model Predictive Con-

trol (NMPC) [32, 42] and MCTS [12, 25, 49]. Graph-based planners

typically fail to scale in cluttered environments. In such settings, the

environment must be represented with very fine-grained discretiza-

tion. This results in a prohibitively large search space. Furthermore,

these approaches often require substantial computational resources

in dynamic scenarios, where frequent re-planning is necessary. For

this reason, look-ahead planners typically require prior knowledge

of the trajectories of moving obstacles [51], which however re-

quires unrealistic perfect communication or perception capabilities.

In the context of crowd navigation, recent works [25] integrates a

probabilistic model of human behaviour into a partially observable

MDP for online safe navigation. However, planning over a par-

tially observable state space introduces additional computational

complexity; moreover, different obstacles may require different

trajectory models, which can only be approximated via learning

algorithms [31], without any guarantee of safe collision avoidance

when deployed in the real world. Recently, learning-based planners

exploiting DRL have been proposed to solve the motion planning

problem in complex dynamic environments [4, 55]. In [44], authors

combined MCTS with a neural network trained from expert demon-

strations for non-cooperative robot navigation. However, these

methods typically require large training datasets and significant

computational power for the training phase. Moreover, they do not

provide guarantees in inference on generic maps, thus requiring

specific approaches, e.g., posterior formal verification, for safe de-

ployment on real robots [1]. In fact, combining the goal reward

with the cost related to obstacle avoidance requires accurate multi-

objective reward shaping, which may be sub-optimal and provides

no guarantee when applied to real robotic systems [26]. To over-

come the limitations of existing planners, we combine the benefits

of look-ahead planning with MCTS and reactive planning with VO.

It is important to note that our approach operates within a context

where the robot lacks knowledge of obstacle trajectories and be-

haviors, precluding direct comparisons with some state-of-the-art

techniques, such as [51] (where obstacle trajectories are assumed

to be known) and [25] (where a pedestrian model is assumed to

be known). Instead, our assumptions emulate the realistic scenario

where the robot moves in partially unknown environments in the

presence of heterogenous obstacles (e.g., other robots or humans)

with an upper bound on their maximum velocity, and can only rely

on its sensors (e.g., LIDARs or cameras) to estimate the positions of

other entities. In addition, MCTS performs online planning, hence

our method does not require learning and it cannot be compared

to DRL approaches which require offline training. We use VO to

prune the robot’s unsafe actions (i.e., command velocities). In this

way, our methodology can scale up to larger action spaces than the

state-of-the-art [47] (up to 60 velocity actions in our case), required

for application in realistic robotic settings. Moreover, our algo-

rithm is successful and efficient even in the presence of cluttered

dynamic environments, where approaches based on map discretiza-

tion typically fail [2]. Finally, differently from existing methods for

motion planning combining MCTS with efficient heuristics [44],

our methodology does not require offline training or the availability

of expert demonstrations.
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Figure 1: The velocity space for a robot moving in an envi-
ronment with one obstacle. The blue region (𝐶𝐶𝑖 ) denotes
the collision cone corresponding to the obstacle, a circle rep-
resenting B(𝒑𝑖 , 𝑟𝑖 + 𝑟𝑅). Thus, 𝒗𝑟 (the relative velocity of the
robot to the obstacle) is infeasible, and another velocity (e.g.,
𝑣) must be selected, such that 𝑣 ∈ V \𝐶𝐶𝑖 .

3 BACKGROUND
We now introduce the fundamentals of the VO paradigm and Monte

Carlo planning for MDPs, which are the base of the methodology

described in this paper.

3.1 Velocity Obstacles (VO)
In the classical VO setting, a robot 𝑅 must reach a target 𝐺 in

an environment with 𝑁 obstacles. Without loss of generality, we

assume that the robot and the obstacles are spherical
3
, with radii 𝑟𝑅

and 𝑟𝑖 , 𝑖 = 1, . . . , 𝑁 , respectively. At a given time step 𝑡 , the robot is

at (vector) location 𝒑𝑅 , while the obstacles have positions 𝒑𝑖 and
velocity (vector) 𝒗𝑖 (in our setting, the velocity of the obstacles is

unknown). Given the set V of admissible velocities for robot 𝑅, the

VO paradigm is used to compute the set of collision-free velocities

V𝑐 ⊆ V . Specifically, for each 𝑖-th obstacle, we define a collision
cone 𝐶𝐶𝑖 as:

𝐶𝐶𝑖 = { 𝒗 ∈ V | ∃𝑡 > 𝑡 s.t. 𝒑𝑅 (𝑡)+𝒗𝑟 (𝑡−𝑡)∩B(𝒑𝑖 , 𝑟𝑅+𝑟𝑖 ) ≠ ∅} (1)

where B(𝒑𝑖 , 𝑟𝑅 + 𝑟𝑖 ) is the ball centered at 𝒑𝑖 with radius 𝑟𝑅 + 𝑟𝑖 ,
and 𝒗𝑟 = 𝒗 − 𝒗𝑖 is the relative velocity of the robot with respect to

the obstacle. We then define V𝑐 = V \⋃𝑁
𝑖=1

𝐶𝐶𝑖 , the latter being the

union of cones for every obstacle. In Figure 1, we show the velocity

space of the robot for a simple scenario with the collision cone for

one obstacle.

3.2 Markov Decision Processes
AMarkovDecision Process (MDP) [6, 43] is a tuple𝑀 = ⟨𝑆,𝐴,𝑇 , 𝑅,𝛾⟩,
where 𝑆 is a finite set of states (e.g., robot and obstacle positions in

the VO setting),𝐴 is a finite set of actions - we represent each action

with its index, i.e., 𝐴 = {1, . . . , |𝐴|} (e.g., linear velocity and move-

ment direction in the VO setting),𝑇 : 𝑆 ×𝐴→𝒫 (𝑆) is a stochastic
or deterministic transition function (e.g., the deterministic dynamics

of the robot in the VO setting), where 𝒫 (𝐸) denotes the space of
probability distributions over the finite set 𝐸, therefore 𝑇 (𝑠, 𝑎, 𝑠′)
indicates the probability of reaching the state 𝑠′ ∈ 𝑆 after executing

𝑎 ∈ 𝐴 in 𝑠 ∈ 𝑆 , 𝑅 : 𝑆 × 𝐴 × 𝑆 → [−𝑅𝑚𝑎𝑥 , 𝑅𝑚𝑎𝑥 ] is a bounded

3
More complex shapes can be considered, e.g., square obstacles [40].

stochastic reward function (e.g., a function that rewards the robot

if it gets close to or reaches the goal avoiding the obstacles, in the

VO setting), and 𝛾 ∈ [0, 1) is a discount factor. The set of stochastic
policies for 𝑀 is Π = {𝜋 : 𝑆 →𝒫 (𝐴)}. In the VO setting used in

this paper, a policy is a function that suggests the linear velocity

and direction of the movement given the current position of the

robot and the obstacles. Given an MDP 𝑀 and a policy 𝜋 we can

compute state values 𝑉 𝜋
𝑀
(𝑠), 𝑠 ∈ 𝑆 , namely, the expected value ac-

quired by 𝜋 from 𝑠 ; and action values𝑄𝑀 (𝑠, 𝑎), 𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴, namely,

the expected value acquired by 𝜋 when action 𝑎 is performed from

state 𝑠 . To evaluate the performance of a policy 𝜋 in an MDP 𝑀 ,

called 𝜌 (𝜋,𝑀) in the following, we compute its expected return

(i.e., its value) in the initial state 𝑠0, namely, 𝜌 (𝜋,𝑀) = 𝑉 𝜋
𝑀
(𝑠0). The

goal of MDP solvers [45, 48] is to compute optimal policies, namely,

policies having maximal values (i.e., expected return) in all their

states.

3.3 Monte Carlo Tree Search
MCTS [9, 13] is an online solver, namely, it computes the optimal

policy only for the current state of the agent. In particular, given

the current state of the agent, MCTS first generates, in a sample-

efficient way, a Monte Carlo tree rooted in the current state of

the agent. In this way, it estimates the Q-values (i.e., action val-

ues) for that state. Then, it uses these estimates to select the best

action. A certain number𝑚 ∈ N of simulations are performed us-

ing, at each step, Upper Confidence Bound applied to Trees (UCT)

[5, 29] (inside the tree) or a rollout policy (from a leaf to the end

of the simulation) to select the action. The transition model (or an

equivalent simulator) is used to perform the step from one state to

the next. Simulations allow updating two node statistics, namely,

the average discounted return 𝑄 (𝑠, 𝑎) obtained by selecting ac-

tion 𝑎 from state 𝑠 , and the number of times 𝑁 (𝑠, 𝑎) action 𝑎 was

selected from state 𝑠 . UCT extends UCB1 [5] to sequential deci-

sions and allows to balance exploration and exploitation in the

simulation steps performed inside the tree, and to find the optimal

action as 𝑚 tends to infinity. Given the average return 𝑄𝑎,𝑇𝑎 (𝑡 )
of each action 𝑎 ∈ 𝐴 after 𝑡 simulations, where 𝑇𝑎 (𝑡) is the num-

ber of times action 𝑎 has been selected up to simulation 𝑡 , UCT

selects the action with the best upper confidence bound. In other

words, the index of the action selected at the 𝑡-th visit of a node

is 𝐼𝑡 = argmax𝑎∈1,..., |𝐴 | 𝑄𝑎,𝑇𝑎 (𝑡 ) + 2𝐶𝑝

√︃
ln(𝑡−1)
𝑇𝑎 (𝑡−1) , with appropriate

constant𝐶𝑝 > 0. When all𝑚 simulations are performed, the action

𝑎 with maximum average return (i.e., Q-value)𝑄𝑎,𝑇𝑎 (𝑚) in the root

is executed in the real environment.

4 METHODOLOGY
We consider a 2D motion planning scenario, where the robot has

only access to the current position of obstacles, their maximum

speed and radius, hence requiring no strict communication capa-

bilities. It is crucial to note that no specific knowledge is available

about obstacle behaviors. This replicates a realistic robotic setting

where an agent can rely only on its sensors (e.g., LIDARs or cam-

eras) to estimate the current state of the surrounding environment.

We define the problem with 𝑁 dynamic obstacles and a goal in po-

sition 𝒑𝐺 as a MDP with state 𝑆 = {⟨𝒑𝑅, 𝒗𝑅,P𝑜 ,R𝑜 ,V𝑚𝑎𝑥,𝑜 ⟩} and
𝐴 = V (i.e., admissible velocities for the robot), whereP𝑜 =

{
𝒑𝑖
}𝑁
𝑖=1
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and R𝑜 = {𝑟𝑖 }𝑁𝑖=1
denote the list of obstacles positions and radii,

respectively; V𝑚𝑎𝑥,𝑜 is the list of maximum speeds of the obstacles.

Notice that the state space is in general continuous, because the

robot can reach all possible positions in the environment, and the

action space is also continuous (we will discretize it later to use it

in MCTS). The reward for a given tuple ⟨𝑠, 𝑎, 𝑠′⟩ (state, action and

next state, respectively) is modeled as:

𝑅(𝑠, 𝑎, 𝑠′) =


𝑅ℎ if at 𝑠′, | |𝒑𝐺 − 𝒑𝑅 | |2 < 𝑟𝑅

−𝑅ℎ if at 𝑠′, B(𝒑𝑅, 𝑟𝑅) out of𝑊𝑙𝑖𝑚

−𝑅ℎ if at 𝑠′, ∃𝑖 s.t. | |𝒑𝑖 − 𝒑𝑅 | |2 < 𝑟𝑅 + 𝑟𝑖
− | |𝒑𝑅−𝒑𝐺 | |2

𝑑𝑚𝑎𝑥
otherwise

(2)

where 𝑅ℎ is a high reward value
4
, B(𝒑𝑅, 𝑟𝑅) is the ball centered

at 𝒑𝑅 with radius 𝑟𝑅 ,𝑊𝑙𝑖𝑚 denotes the limits of the workspace

and 𝑑𝑚𝑎𝑥 is the maximum distance to the goal in the given map.

Equation (2), rewards goal reaching (first line), penalizes going out

of workspace bounds (second line) or hitting obstacles (third line),

and penalizes the normalized distance to the goal (last line). The

transition map 𝑇 is deterministic. The main idea of the proposed

methodology is to introduce the VO constraint in the simulation

process performed by MCTS to estimate action values. This can

improve the efficiency of the simulation process, allowing only

exploration of V𝑐 ⊆ V (i.e., safe collision-free velocities).

4.1 Action space discretization
We express each velocity 𝒗 ∈ V as a tuple 𝒗 = ⟨𝑣, 𝛼⟩, where 𝑣 is

the module of the velocity and 𝛼 is the heading angle in radians.

We assume that the physical constraints of the robot impose a

maximum velocity module 𝑣𝑚𝑎𝑥 and a maximum angular velocity

𝜔𝑚𝑎𝑥 . Thus, at each time step 𝑡𝑠 , where the robot has heading

angle 𝛼0, the action space can be expressed as 𝐴 = {⟨𝑣, 𝛼⟩ | 0 ≤ 𝑣 ≤
𝑣𝑚𝑎𝑥 , 𝛼0 −𝜔𝑚𝑎𝑥 𝑡𝑠 ≤ 𝛼 ≤ 𝛼0 +𝜔𝑚𝑎𝑥 𝑡𝑠 }. We then obtain the action

space for MCTS by discretizing 𝑣 and 𝛼 within their respective

ranges
5
and considering all possible combinations of them. We also

add actions in the form ⟨0, 𝛼⟩, to allow in-place rotation.

4.2 Integration of VO into MCTS
We introduce VO in two phases of MCTS, namely, Monte Carlo

tree exploration, where UCT selects actions in simulation steps per-

formed inside the Monte Carlo tree (in the following, this method

will be called MCTS_VO_TREE) and rollout, where a random pol-

icy selects actions in simulation steps performed out of the Monte

Carlo tree (this method is called MCTS_VO_ROLLOUT in the fol-

lowing). In both cases, we build collision cones as in Eq. (1), but

considering only collisions happening within the duration of a

time step 𝑡𝑠 in the simulation [14], which is the discretization time

step to compute the transition between subsequent states in the

MDP. To reduce the computational complexity in finding the set

of collision-free velocities V𝑐 , we consider the worst-case scenario
where the module of the robot’s velocity is 𝑣𝑚𝑎𝑥 . In fact, if the

robot cannot reach the obstacle at 𝑣𝑚𝑎𝑥 , even lower velocities will

be safe. Similarly, we assume that obstacles move at velocity with

4𝑅ℎ = 100 in our experiments.

5
We discretize 𝑣 into 5 equally spaced values and 𝛼 into 11 equally spaced values

Algorithm 1 Compute V𝑐
1: function Compute_Vel(𝑟𝑅,𝒑𝑅,R𝑜 ,P𝑜 , 𝑣𝑚𝑎𝑥 , 𝛼0,V𝑚𝑎𝑥,𝑜 , 𝑡𝑠 )

2: % Set of feasible angles within kinematic limits
3: A𝑐 ← {𝛼 | 𝛼0 − 𝜔𝑚𝑎𝑥 𝑡𝑠 ≤ 𝛼 ≤ 𝛼0 + 𝜔𝑚𝑎𝑥 𝑡𝑠 }
4: for 𝒑𝑖 ∈ P𝑜 ∧ 𝑟𝑖 ∈ R𝑜 ∧ 𝑣𝑚𝑎𝑥,𝑖 ∈ V𝑚𝑎𝑥,𝑜 do
5: 𝑟1 ← 𝑣𝑚𝑎𝑥 𝑡𝑠
6: 𝑟2 ← 𝑟𝑖 + 𝑟𝑅 + 𝑣𝑚𝑎𝑥,𝑖𝑡𝑠
7: if B(𝒑𝑅, 𝑟1) ∩ B(𝒑𝑖 , 𝑟2) ≠ ∅ ∧ 𝒑𝑅 ∉ B(𝒑𝑖 , 𝑟2) then
8: ⟨𝛼1, 𝛼2⟩ ← tangent angles from 𝒑𝑅 to B(𝒑𝑖 , 𝑟2)
9: A𝑐 ← A𝑐 \ [𝛼1, 𝛼2]
10: else if 𝒑𝑅 ∈ B(𝒑𝑖 , 𝑟2) then
11: A𝑐 ← ∅
12: break
13: if A𝑐 ≠ ∅ then
14: 𝑉𝑐 ← [0, 𝑣𝑚𝑎𝑥 ]
15: else
16: 𝑉𝑐 ← {0}

return V𝑐 = 𝑉𝑐 ×A𝑐

module 𝑣𝑚𝑎𝑥,𝑖 ∈ V𝑚𝑎𝑥,𝑜 . In this way, the agent only needs posi-

tion information about the obstacles (which are easier to estimate

from sensors) instead of their velocity [17, 53]. In this conservative

scenario, computing the set of safe (i.e., collision-free) velocities is

equivalent to compute the set of safe heading anglesA𝑐 as indicated

in Lines 8-9 of Algorithm 1. When assessing potential collisions,

Algorithm 1 examines intersections between the collision cones

formed by the agent and obstacles, represented by the intersection

of balls (B(𝒑𝑅, 𝑟1) ∩B(𝒑𝑖 , 𝑟2)) (Lines 5-7). When the intersection is

non-empty, we compute lines from 𝒑𝑅 to the intersections between

the collision cones
6
(Line 8 and Figure 2a). Angles within these

lines denote directions of potential collision at maximum speed.

Consequently, outside angles are deemed safe for the agent to navi-

gate at maximum speed (Line 14). In cases where no safe angles are

available within the environment, the only viable option for the

robot is to remain stationary (Line 16).

Algorithm 2 UCT expansion with VO constraints

Require: radius of robot 𝑟𝑅 , list of radii of obstacles R𝑜 , position

of robot 𝒑𝑅 , list of positions of obstacles P𝑜 , current heading

angle 𝛼0, maximum agent linear and angular velocity modules

𝑣𝑚𝑎𝑥 , 𝜔𝑚𝑎𝑥 , maximum obstacle velocities V𝑚𝑎𝑥,𝑜 , simulation

time step 𝑡𝑠
1: function Expand(𝑛 = ⟨𝑠, 𝑎⟩)
2: V𝑐 = 𝑉𝑐 ×A𝑐 ←COMPUTE_VEL(𝑟𝑅,𝒑𝑅,R𝑜 ,P𝑜 , 𝑣𝑚𝑎𝑥 , 𝛼0)

3: Choose new 𝑎′ ∈ V𝑐 with UCT [10]

4: 𝑠′ ∼ 𝑇 (𝑠, 𝑎′)
5: Add new child 𝑛′ = ⟨𝑠, 𝑎′⟩ to 𝑛
6: return 𝑛′

4.2.1 VO in UCT. It concerns simulation steps taken inside the

Monte Carlo tree, namely, the first steps performed near the robot’s

current position, to realize safe collision avoidance in the short

6
In case of walls, we model them as segments and compute lines from 𝒑𝑅 to their

extremes.
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Algorithm 3 Rollout

Require: radius of robot 𝑟𝑅 , list of radii of obstacles R𝑜 , position

of robot 𝒑𝑅 , list of positions of obstacles P𝑜 , current heading

angle 𝛼0, maximum agent linear and angular velocity modules

𝑣𝑚𝑎𝑥 , 𝜔𝑚𝑎𝑥 , maximum obstacle velocities V𝑚𝑎𝑥,𝑜 , simulation

time step 𝑡𝑠 , uniform selection threshold 𝜖0, heading direction

to the goal 𝛼𝐺 ,

1: function Rollout(state 𝑠)

2: while 𝑠 is not terminal do
3: if Using VO then
4: V𝑐 = 𝑉𝑐×A𝑐 ←COMPUTE_VEL(𝑟𝑅,𝒑𝑅,R𝑜 ,P𝑜 , 𝑣𝑚𝑎𝑥 , 𝛼0)

5: else
6: V𝑐 = 𝑉𝑐 ×A𝑐 ← space of feasible actions

7: choose 𝜖 ∈ [0, 1] uniformly random

8: if 𝜖 ≤ 𝜖0 then
9: choose 𝑎 ∈ V𝑐 uniformly random

10: else
11: choose 𝛼 ∈ [𝛼𝐺 −𝛿, 𝛼𝐺 +𝛿] ∩A𝑐 uniformly random

12: choose 𝑣 ∈ 𝑉𝑐 uniformly random

13: 𝑎 ← [𝑣, 𝛼]
14: 𝑠′ ∼ 𝑇 (𝑠, 𝑎)

term of the trajectory execution. Algorithm 2 shows the pseudo-

code implementation of branch expansion in UCT based on VO
7
.

Considering the maximum possible relative velocity between the

agent and other robots/obstacles, at each step of UCT we compute

the set V𝑐 of velocity vectors that do not lead to collisions (Line

2 in Algorithm 2, using Algorithm 1), i.e., the set of vectors such

that the resulting relative velocity 𝒗𝑟 does not belong to any of

the collision cones in Equation (1) within 𝑡𝑠 . In this way, we prune

away all unsafe actions, reducing the size of the action space and

then making simulations more efficient. We remark that the UCT

phase is where the agent selects the optimal action to execute in the

real environment. Hence, VO in this phase is crucial for safe mobile

robot navigation. In an ablation study (see next section), we found

that introducing VO in the UCT phase (algorithm MCTS_VO_TREE

in Section 5) yields the most promising results compared to other

implementations. Therefore, we designate this configuration as our

benchmark for comparison with the baselines.

4.2.2 VO in Rollout. The rollout phase of MCTS is known to be

computationally demanding, hence it is important to design suitable

heuristics to guide action selection [38, 44] and shield undesired or

unsafe actions [37]. As a rollout policy (Algorithm 3), we use an

heuristic to encourage the robot to move in the direction of the goal

but also ensure convergence guarantees. Specifically, if the direction

between the robot and the goal corresponds to angle 𝛼𝐺 , we sample

angles within A𝑐 with uniform distribution in [𝛼𝐺 − 𝛿, 𝛼𝐺 + 𝛿], as
in Line 9, being 𝛿 an empirical parameter (𝛿 = 1 rad in this paper).

However, since the robot may get stuck due to obstacles on the way

to the goal, we implement an 𝜖-greedy strategy (Line 6) to follow

this heuristic with probability 1 − 𝜖0. The rollout policy with the

VO constraints (Line 4 of Algorithm 3), instead of sampling from all

7
For the full UCT algorithm, please refer to [10].

(a) (b)

Figure 2: a) The robot (𝒑𝑅) is out of the extended ball B(𝒑𝑖 , 𝑟2)
(yellow circle); b) The robot is inside the extended ball, but
still not colliding with the physical ball of the obstacle
B(𝒑𝑖 , 𝑟𝑖 ) (pink circle). Blue circle: B(𝒑𝑅, 𝑟1); red cone: 𝐶𝐶𝑖 de-
limited by tangent angles [𝛼1, 𝛼2] (Algorithm 1, Line 8).

the space, samples only safe angles within A𝑐 by building collision

cones and performing action pruning similarly to Algorithm 2.

4.3 Assumptions for safe collision avoidance
Introducing VO in MCTS allows to prune colliding actions (veloci-

ties), hence improving the planning efficiency and reducing the rate

of collision with obstacles. In this paper, we assume minimal knowl-

edge about the environment (i.e., only positions and maximum

possible velocities of obstacles) for the best adherence to real-world

robotic settings, showing the significant advantages of our method-

ology experimentally in the next section. However, the algorithm

cannot always guarantee safe collision avoidance because collisions

also depend on the behavior of dynamic obstacles. We now discuss

in more detail our assumptions and necessary modifications to

them in order to achieve formal guarantees.

4.3.1 Knowledge of V𝑚𝑎𝑥,𝑜 ,P𝑜 . Our methodology assumes that

the positions and maximum velocities of obstacles are available

to the agent at each step of MCTS computation. In general, ob-

stacle positions can be estimated with standard robotic sensors,

e.g., LIDARs, while estimating actual velocities is more challenging

due to additional noise in the computation [50]. On the contrary,

estimating the maximum possible velocities is easier, since they

can be derived from available rough prior information (e.g., crowd

models [27, 35] or other robots’ specifications). Moreover, when

computing safe velocities in Algorithm 1, we can enlarge 𝑟1,2 (Lines

5-6) with safety bounds, in order to incorporate the level of confi-

dence of sensors and uncertainties about V𝑚𝑎𝑥,𝑜 . Note that, in case

of large uncertainty, A𝑐 = ∅ in Algorithm 1. In this case, our algo-

rithm is still able to take a collision-free action, which is remaining

stationary (Line 16).

4.3.2 Unknown obstacle trajectories. Starting from a configuration

where the center of the robot is outside the extended circumference

𝒑𝑅 ∉ B(𝒑𝑖 , 𝑟2), see Figure 2a, we can guarantee collision avoid-

ance one step ahead, using Algorithm 1. However, there may be

situations where Algorithm 1 cannot compute tangent angles to

the obstacle (Line 8), i.e., when 𝒑𝑅 ∈ B(𝒑𝑖 , 𝑟2)8 (see Figure 2b).

8
This situation does not necessarily entail collision. Indeed, the actual collision occurs

when the robot intersects with the physical radius of the obstacle, i.e., B (𝒑𝑅 , 𝑟𝑅 ) ∩
B (𝒑𝑖 , 𝑟𝑖 ) .
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This typically occurs when the obstacle moves too close towards

the robot. Such situation cannot be taken into account by our al-

gorithm, since we do not assume any prior knowledge about the

intended trajectories of obstacles. Even in this condition, our al-

gorithm guarantees that the robot does not take colliding actions,

commanding null velocity (Lines 11 and 16 in Algorithm 1) but

the obstacle could hit the robot. This situation should, however,

not occur frequently in practical settings, e.g., in crowd navigation

people tend to preserve a minimum distance to minimize the risk

of collisions [27]. Hence, our approach works in standard settings.

We will consider adversarial situations in whichmalicious obstacles
deliberately try to collide with the robot in future works.

4.3.3 Simulation time. In Algorithm 1, safe velocities are computed

assuming that the obstacles move at V𝑚𝑎𝑥,𝑜 during the simulation

time step 𝑡𝑠 . Hence, collision avoidance is only guaranteed if the

planning time step (i.e., the time required by MCTS to compute the

optimal action to be executed) is lower than 𝑡𝑠 (i.e., the step time

in MCTS, needed to compute the action space 𝐴 in Section 4.1). In

our experiments, we will show that VO action pruning significantly

increases the efficiency of MCTS, thus realizing this requirement

for safe collision avoidance.

5 EXPERIMENTAL RESULTS
We evaluate each algorithm with a number of MCTS simulations

ranging in [10, 400]
9
and investigate the performance as descibed in

Section 5.3 in terms of discounted return, collision rate, and compu-
tational time per step. To account for the stochasticity of MCTS, we

run 50 tests for each number of simulations. In the action space, we

consider 60 actions, which combine 5 different velocity modules up

to robot’s 𝑣𝑚𝑎𝑥 and 12 different heading angles among the feasible

ones. The discount factor for MDP is chosen empirically as 𝛾 = 0.7.

In the rollout phase, we empirically set 𝜖0 = 0.2 in Algorithm 3.

The maximum number of allowed steps in simulation is set to 100

(i.e tree depth + rollout steps). All experiments are run with Python

3.10 on a PC with Processor Intel(R) Core(TM) i5-13600KF CPU,

64GB Ram running Ubuntu 22.04.2 LTS. The code is available at

https://github.com/Isla-lab/SafeMotionPlanningMCTS-VO.

5.1 Domain
We evaluated our methodology in the simulated map depicted in

Figure 3a, consisting of a 10×10mworkspace containing 40 dynamic

obstacles. For dynamic obstacles modeling, we set all maximum ve-

locities in V𝑚𝑎𝑥,𝑜 as 𝑣𝑚𝑎𝑥,𝑜 = 0.2 m/s. At each time step, dynamic

obstacles move towards randomly predefined goals on the map,

with additive noise
10
. Specifically, at each time step the velocity

is sampled uniformly in [− 𝑣𝑚𝑎𝑥,𝑜

2
,
𝑣𝑚𝑎𝑥,𝑜

2
]; then the heading angle

is the obstacle’s goal direction, plus uniform noise in [−0.05, 0.05].
For robot modeling, we set realistic values 𝑣𝑚𝑎𝑥 = 0.3 m/s and

𝜔𝑚𝑎𝑥 = 1.9 rad/s from the datasheet of Turtlebot 4 by Clearpath

Robotics, which is an established open-source mobile robotic plat-

form for research and education
11
. We performed our experiments

9
Above 400 simulations per step, we did not notice significant variations in the results.

10
We also successfully tested our methodology against benchmark deterministic tra-

jectories for obstacles, e.g., trefoils proposed in [51]. Due to page limits, the results are

reported in the supplementary materials.

11
https://clearpathrobotics.com/turtlebot-4/

(a) (b)

Figure 3: Snapshot of the actual environment with obstacle
radius 𝑟𝑖 = 0.2 m and robot radius 𝑟𝑅 = 0.3 m (a); and radii 𝑟1, 𝑟2

as of Algorithm 1. Blue circle: agent. Black circles: dynamic
obstacles. Red cross: goal.

across 50 distinct scenarios, randomly varying the initial positions

of the obstacles, to thoroughly assess the performance of our mo-

tion planning strategy. In all scenarios, the robot has radius 𝑟𝑅 =

0.3 m, while each 𝑖-th obstacle has radius 𝑟𝑖 = 0.2 m. The chosen

setup deliberately represents a cluttered environment, constituting

a challenging planning context that requires the adoption of an

efficient and safe look-ahead planning strategy. In particular, the

considered setting prevents the use of a standard map discretiza-

tion approach, as it would prohibitively increase the computational

complexity. This is evidenced in Figure 3b, where the VO-enlarged

radii of obstacles and robot are shown (Lines 5-6 in Algorithm 1).

The discrete time step of motion is chosen empirically as 𝑡𝑠 = 1 s,

but it can be adapted depending on the specific map configuration

and task needs.

5.2 Algorithms and Baselines
We assess the effectiveness of various look-ahead planners, operat-

ing on the premise of lacking knowledge about obstacle trajectory

and without the need for prior offline training. The algorithms

evaluated in our experiments are listed in the following:

• MCTS_VO_TREE: it is the algorithm introducing the VO con-

straint inside MCTS only in the simulation steps performed

inside the tree (see Section 4.2.1). This is the version of our

approach showing the best tradeoff between performance

and computational time (see Section 5.5);

• MCTS_VO_ROLLOUT : it is the algorithm introducing the

VO constraint inside MCTS only in the simulation steps

performed during the rollout phase (see Section 4.2.2);

• MCTS_VO_2: it is the algorithm introducing the VO con-

straint both inside the Monte Carlo tree and in the rollout

phase;

• MCTS: standard implementation of MCTS (without VO). This

is used as a baseline to show the improvement achieved

introducing VO within MCTS;

• Non-linear Model Predictive Control (NMPC): a state-of-the-
art planning algorithm based on nonlinear model predictive

control and an established methodology for optimal motion

planning [51]. In particular, it is a look-ahead planner which

solves a constrained optimization problem over an horizon 𝜏 ,
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where the reward components in Equation (2) are converted

into cost components (i.e the sign is inverted).

• Dynamic Window Approach (DWA): a standard methodology

for efficient optimal planning in dynamic environments [36].

• VO_PLANNER: a reactive planner based on VO and informed

random exploration of angles of velocities towards the goal,

following Lines 3-10 of Algorithm 3. This baseline is based

on VO, hence provides the same theoretical guarantees as

our methodology. However, as shown in the following ex-

periments, it does not perform look-ahead planning, thus

resulting in poorer performance in our challenging map.

5.3 Performance measures
To evaluate the performance of the algorithms, we use the three

measures defined in the following:

• Discounted Return (𝜌): it is the discounted sum of all re-

wards obtained during the course of a trajectory, i.e., 𝜌 =∑𝐻
𝑘=0

𝛾𝑘−1𝑟𝑘 , where 𝐻 is the total number of steps in the

trajectory. It indicates the quality of the trajectory and the

travel distance, since at each step the agent cumulates a

small negative reward at each step. This measure must be

maximized.

• Collision rate (𝜂): it is the ratio between the number of episodes

in which the agent collides and the total number of episodes

performed, i.e., 𝜂 =

∑𝑛_𝑒𝑥𝑝

𝑒=1
1𝑐𝑜𝑙𝑙𝑖𝑑𝑒𝑠

𝑛_𝑒𝑥𝑝 . This measure must be

minimized, as it quantifies the reliability of the planner across

different environment settings.

• Planning time per step (𝑡𝑝𝑙𝑎𝑛): it is the average computational

time taken by the planner to compute a planning step. It is

useful to evaluate the applicability of each planning algo-

rithm to real-world robotic setting, where the time available

for deciding the next action is limited. This measure must

be minimized and kept below 𝑡𝑠 (see Section 4.3.3).

5.4 Comparison with baselines
We compare the performance of MCTS_VO_TREE (i.e., the best ver-

sion among the proposed approaches) with that of NMPC, DWA
12
,

VO_PLANNER and MCTS. Curves for NMPC (grey lines), DWA

(pink lines) and VO_PLANNER (yellow lines) do not change with

the number of simulations, since they are independent on that. Hy-

perparameter tuning was conducted for NMPC, in order to find the

best time horizon 𝜏 ∈ [10, 70] to balance between computational

efficiency and task performance, resulting in 𝜏 = 70. Figure 4b
13

shows that MCTS_VO_TREE (green curve) outperforms all competi-

tors in terms of discounted return (𝜌), especially achieving a much

narrower standard deviation, i.e., more robust behaviour across 50

random trials per𝑚 value. The performance remains superior also

when very few simulations per step are made (𝑚 < 20) because

VO focuses the search performed by MCTS on the collision-free

action subspace avoiding useless simulations. Moreover, together

12
We use the available Python implementations at

https://github.com/atb033/multi_agent_path_planning (NMPC) [32] and

https://github.com/AtsushiSakai/PythonRobotics/ (DWA)

13
For NMPC, we omit the standard deviation since it is very large and affects readability.

We include the plot with the standard deviation in the supplementary material.

with VO_PLANNER (which however achieves lower average re-

turn), MCTS_VO_TREE is the only algorithm ensuring safe collision

avoidance for any number of simulations, under the assumptions

in Section 4.3, as evidenced by Figure 4a. In particular, the low

return achieved by NMPC is probably due to the highly cluttered

environments and the high rate of collisions (> 80% from Figure 4a).

Moreover, the MCTS collision-rate increases as the number of sim-

ulations decreases, evidencing the need for safe VO action pruning,

especially in highly sub-optimal conditions (low value of𝑚). It is in-

teresting to analyze the success rate of the algorithms, namely, the

percentage of experimentswhere the goal is reachedwithin themax-

imum number of steps (100) without collisions (plots are reported in

the supplementary material). Specifically, MCTS_VO_TREE reaches

the goal in about 80% of the experiments, without significant varia-

tions as𝑚 decreases. VO_PLANNER is the second best-performing

planner (70%), while other algorithms perform significantly worse,

especially MCTS, which experiences a very low success rate of

around 20% as𝑚 decreases. This proves the fundamental role of

VO action pruning at efficiently guiding the agent towards the best

and safest trajectories to the goal, but also the advantage of using

a look-ahead planner instead of a reactive one as VO_PLANNER.

Considering the computational performance (planning time 𝑡𝑝𝑙𝑎𝑛),

in Section 4.3.3 we mentioned that 𝑡𝑝𝑙𝑎𝑛 < 𝑡𝑠 = 1 s in order to

guarantee collision avoidance. From Figure 4c, MCTS_VO_TREE

and MCTS achieve this when simulations𝑚 < 300, while DWA and

VO_PLANNER are the most computationally efficient. However,

as explained above, MCTS_VO_TREE significantly otuperforms

the other algorithms in terms of collision rate, discounted return

and success rate. In addition, from Figure 4b, MCTS_VO_TREE

achieves high return even with very few simulations (𝑚 < 20),

while MCTS performance significantly drop for𝑚 < 100. Hence, in

practice MCTS_VO_TREE can achieve much better computational

performance with respect to MCTS, working with fewer simula-

tions (e.g., on average 𝑡𝑝𝑙𝑎𝑛 = 0.2 s with MCTS when 𝑚 = 100,

while 𝑡𝑝𝑙𝑎𝑛 < 0.1 s with MCTS_VO_TREE when𝑚 < 50). On the

other hand, NMPC exhibits a substantially longer step time of 15.5 s,

which makes it unusable with 𝑡𝑠 = 1 s. To evaluate the quality of

trajectories, we follow established literature [28] and measure the

variation between consecutive speed commands (Linear velocity

smoothness). MCTS_VO_TREE, VO_PLANNER and MCTS (hav-

ing the highest success rate) achieve resp. 0.21 ± 0.02, 0.19 ± 0.03,

and 0.19 ± 0.02, hence comparable within the std dev. Thanks to

MDP formulation, the smoothness can also be easily improved by

introducing a penalty for action variation in the reward.

5.5 Ablation study
To better understand the effects of the introduction of VO in differ-

ent points of the MCTS algorithm, we compare the performance of

four variants of the proposed algorithm, namely, MCTS_VO_TREE,

MCTS_VO_ROLLOUT, MCTS_VO2, and MCTS. The results are de-

picted in Figure 5. Each line represents a different approach: blue for

MCTS, orange for MCTS_VO2, red for MCTS_VO_ROLLOUT, and

green for MCTS_VO_TREE. Figure 5b shows that MCTS_VO_TREE

achieves the best discounted return on average, with the smallest

standard deviation, even with very few simulations (𝑚 < 20), thus
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(a) Collision Rate (𝜂) (b) Discounted Return (𝜌 , mean ± std. dev.) (c) Planning Time per Step (𝑡𝑝𝑙𝑎𝑛 , mean ± std.
dev.)

(d) Legend

Figure 4: Comparison betweenMCTS_VO_TREE, MCTS, NMPC, DWA and VO_PLANNER (𝑚 is the number of MCTS simulations).
In Figure 4c we omitted NMPC since the value is out of scale compared to all other methods (average 𝑡𝑝𝑙𝑎𝑛 ≈ 10𝑠)

(a) Collision Rate (𝜂) (b) Discounted Return (𝜌) (c) Planning Time per Step (𝑡𝑝𝑙𝑎𝑛 ) (d) Legend

Figure 5: Results of the ablation study and comparison between MCTS_VO_TREE, MCTS, MCTS_VO2 and MCTS_VO_ROLLOUT.

confirming the results in Figure 4b. MCTS_VO2 has similar perfor-

mance on average, but with higher standard deviation, hence being

less stable. This is probably due to the lower success rate (< 70%,

vs. 80% achieved by MCTS_VO_TREE). Indeed, VO in the rollout

phase (Algorithm 3) limits the exploration of the action space, thus

the agent more often chooses to remain stationary (null velocity)

since no actions are available in the tree (Line 16 in Algorithm

1). MCTS_VO_ROLLOUT achieves the lowest discounted return,

since it does not safely select velocities in UCT and the rollout

exploration is limited by VO action pruning. Figure 5a shows that

both MCTS_VO_TREE an MCTS_VO2 guarantee no collisions, even

with𝑚 = 10 simulations. Indeed, in both algorithms actions are

selected according the VO constraint in UCT. On the other hand,

MCTS_VO_ROLLOUT and MCTS do not guarantee safe collision

avoidance, and their performance downgrades with fewer simu-

lations. In Figure 5c, the average planning time per step (𝑡𝑝𝑙𝑎𝑛) is

illustrated. It is evident that integrating VO into the rollout phase

(i.e., MCTS_VO_ROLLOUT and MCTS_VO2) significantly increases

the computational time, primarily attributed to the computational

cost incurred by the computation of V𝑐 (Algorithm 1) at each sim-

ulation step. On the other hand, MCTS_VO_TREE only slightly

increases the planning time step with respect to MCTS because it

does not use VO in the computationally-expensive rollout phase.

However, the computational time increase is absorbed by the ad-

vantages in terms of planning performance (discounted return and

collision rate). Moreover, for all values of𝑚, MCTS_VO_TREE al-

ways requires a computational time per step lower than 𝑡𝑠 (i.e.,

< 1 s, which is a fundamental assumption to guarantee safe colli-

sion avoidance (Section 4.3.3). On the contrary, MCTS_VO2 only

meets this requirement with a very low number of simulations

(𝑚 < 50), where the discounted return is significantly less stable

with higher standard deviation (Figure 5b). Finally, we remark that

the computational efficiency is particularly important for practical

deployment on real robots since the number of simulations affects

the computational requirements on board of the physical system.

6 CONCLUSION AND FUTUREWORKS
We presented a novel algorithm for optimal online motion planning

with collision avoidance in unknown dynamic and cluttered envi-

ronments, combining the benefits of a look-ahead planner as Monte

Carlo Tree Search (MCTS), with the safety guarantees about colli-

sion avoidance provided by Velocity Obstacles (VO). As evidenced

by our ablation study, VO in the UCT phase of MCTS allows to

significantly reduce the computational cost of the planner, restrict-

ing the action space to only collision-free actions and dramatically

reducing the number of required online simulations. Moreover,

we thoroughly discussed the assumptions required to guarantee

safe collision avoidance, showing their feasibility in most practical

robotic use cases. Notably, our algorithm does not require any prior

knowledge about the trajectories of other obstacles, but only their

positions at the planning time and maximum velocities. Valida-

tion in a 10 × 10m map with up to 40 randomly moving obstacles

shows that our approach can compute high-quality trajectories with

very few simulations per step in MCTS (less than 50), maintain-

ing low variability in random scenarios (hence being more robust)

and significantly outperforming several established competitors,

including NMPC and DWA. In future works, we will investigate the

extension of our methodology to continuous action spaces and par-

tially observable MDPs , that present additional computational and

modeling challenges but are of more practical interest in robotic

domains.
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