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ABSTRACT

We consider the problem of balanced partitioning, i.e., dividing 𝑛

agents into 𝑘 groups of almost equal size (⌊𝑛/𝑘⌋ or ⌈𝑛/𝑘⌉), where the
agents form a friendship network, ensuring various fairness and

efficiency criteria. The utility of an agent is the count of its friends

in the same group as itself. When partitions into two groups are

considered, we show that approximate envy-freeness related to the

maximum degree of the graph can be obtained via a linear-time

algorithm for arbitrary graphs. We also show that envy-freeness

and core properties can be extended along with Pareto optimality

in arbitrary graphs for such partitions. We then concentrate on

the case of grid graphs having nodes on the 2D integer lattice, and

demonstrate the impossibility of perfect envy-freeness. However,

weaker guarantees like envy-freeness up to two friends are achiev-

able for balanced 𝑘-partitions in a computationally efficient manner.

We show that certain such balanced partitions belong to an exact

and an approximate core when considering balanced 2-partitions.
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1 INTRODUCTION

Consider a school hosting a large sports event wheremultiple teams,

formed from its students, compete for an overall prize. In such

competitions, players are typically divided into (almost) equally-

sized teams at random. However, a crucial aspect of team sports is

the need for coordination among teammates, which adds an extra

layer of complexity to the task.

Our study models situations like the one described above. Sup-

pose we have symmetric friendship relations among 𝑛 agents, rep-

resented by a network. The goal is to divide these 𝑛 agents into 𝑘

groups of nearly equal size, with an agent’s utility defined as the
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number of friends they have within their own group. We call such

a division a balanced 𝑘-partition (BP-𝑘). In the example above, the

higher utility of an agent in a partition is informally equivalent to

the agent being able to coordinate better with their teammates.

This problem of partitioning agents in an undirected friendship

network into groups of almost equal size was introduced by Li

et al. [18]. They posed it as an extension of the stable roommates

problem [15], which requires an even number of agents and limits

group size to exactly two agents. This problem typically considers

preference profiles for each agent over all others. However, under

our formulation, we focus only on binary preferences (friend or

not), which are useful in practice where it may not be possible to

obtain a full preference profile. Numerous works have also studied

the three-dimensional generalization [3, 9, 14, 19, 20], where groups

of three are formed.

Envy-freeness (EF) and efficiency in balanced 𝑘-partitions of

graphs are natural considerations in this context. We begin by an-

alyzing general graphs, establishing EF guarantees based on the

maximum vertex degree. Our investigation reveals that even the

seemingly simpler case of 2-partitions presents substantial tech-

nical challenges. However, graph bisections are crucial in various

real-world applications, such as team partitions in sports, biolog-

ical partitioning, and educational group formation, highlighting

their practical importance. While Li et al. [18] conducted an in-

depth study on trees, these structures are less representative of

typical friendship networks. Consequently, we shift our focus to

grid graphs, which offer more analytical tractability and stronger

guarantees. Their unique combinatorial properties require the de-

velopment of techniques distinct from those used by Li et al. [18].

They are also highly relevant in practical applications. For instance,

Feldmann [11] emphasizes their importance in optimizing data dis-

tribution for parallel computing. Additionally, they serve as useful

models for cities, where households (represented as agents) may

prefer to be grouped with their neighbors for local activities such

as cleanliness drives or community events.

1.1 Our Contributions

Our work builds on Li et al. [18] but introduces several key differ-

ences. We emphasize the role of graph structures, refine the concept

of envy to make it more robust, and focus on balanced partitions

meeting specific fairness criteria. Additionally, we examine Pareto

optimality alongside envy-freeness and core, both individually and

in combination.
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Table 1: Summary of the results. The notation BP-𝑘 denotes a balanced 𝑘-partition, EF-𝑟 implies that no agent envies another

by more than 𝑟 , and GrG denotes a grid graph. For detailed definitions of the properties, please see Section 2.

Results Guarantee

General Graphs

∀𝐺 = (𝑉 , 𝐸), ∃ a EF-(max{Δ(𝐺) − 2, 2}) BP-2 (Theorem 1) O(|𝑉 | + |𝐸 |) algorithm (Algorithm 1)

∀𝐺 = (𝑉 , 𝐸) and ∀ 𝑟 ⩾ 0, 𝛼 ⩾ 1, 𝛽 ⩾ 0,

1. ∃ EF-𝑟 BP-2 =⇒ ∃ (EF-𝑟 + PO) BP-2
2. ∃ (𝛼, 𝛽)-core BP-2 =⇒ ∃ ((𝛼, 𝛽)-core + PO) BP-2 Existence

3. ∃ ((𝛼, 𝛽)-core + EF-𝑟 ) BP-2
=⇒ ∃ ((𝛼, 𝛽)-core + EF-𝑟 + PO) BP-2

(Theorems 2 and 3)

Grid Graphs

∀𝐺 = (𝑉 , 𝐸) ∈ GrG, ∃ a EF-2 BP-𝑘 , ∀𝑘 ⩾ 2 (Theorem 4) O(|𝑉 | log( |𝑉 |)) algorithm
∀𝐺 = (𝑉 , 𝐸) ∈ GrG, ∃ a EF-2 BP-2 in (1, 1)-core (Theorem 5) (Algorithm 2)

∀𝐺 = (𝑉 , 𝐸) ∈ GrG, ∃ a BP-2 in (1, 0)-core (Theorem 6) Existence (Algorithm 3)

For any graph 𝐺 = (𝑉 , 𝐸) with |𝑉 | = 𝑛, we present a linear-time

algorithm that constructs a BP-2 satisfying EF-(max{Δ(𝐺) − 2, 2})
for any arbitrary graph, where Δ(𝐺) is the maximum degree of any

vertex in𝐺 , and EF is defined in Definition 4. This result: (1) partially

addresses the open question in [18] by proving the existence of a

EF-2 BP-2 for graphs with Δ(𝐺) ⩽ 4, (2) improves the best-known

result regarding the existence of a EF-(O(
√
𝑛)) BP-2 [18] for graphs

where Δ(𝐺) ≪
√
𝑛, and (3) establishes a link between biconnected

components and graph partitioning, offering a potential direction

for future research on this problem. We also show that every graph

admits a Pareto optimal (PO) BP-2 that can be constructed without

compromising its fairness (EF) and stability (core) criteria.

For the special class of grid graphs, we show that a EF-2 BP-𝑘

can always be found via an efficient algorithm. For 𝑘 = 2, the same

algorithm returns a BP-2 that satisfies the additional guarantee of

being in the (1, 1)-core (as defined in Definition 5). Furthermore,

we prove that for grid graphs, a BP-2 in (1, 0)-core always exists.
Table 1 highlights our major contributions. Due to space limitations,

the detailed proofs of some results are available only in the full

version of the paper [1].

1.2 Related Works

In the literature, most works have focused on finding minimum-cut

balanced and unbalanced partitions [2, 12, 16, 22]. Li et al. [18] used

min-cut partitions for a number of their results on the existence

of balanced partitions in the core. Recent studies on balanced 2-

partitioning of graphs (or graph bisections) have also looked at com-

putational complexity and approximations of partitions in which

every node has at least 𝐻 neighbors in its own group [5, 6, 21]. If

𝐻 is not constant, and is instead set to half of each node’s degree,

this aligns with Nash stability. Unlike these works, we develop an

efficient algorithm to approximate the 𝐻 = 1 case, which is used to

prove that a EF-2 BP-2 exists for all graphs with Δ(𝐺) ⩽ 4.

A different dimension along which existing literature has var-

ied is finding partitions with bounded group sizes. Levinger et al.

[17] demonstrated the NP-completeness of the utility maximiza-

tion problem in this setup, proposed a poly-time approximation

algorithm for the task, and further explored stability through the

notion of the core. Boehmer and Elkind [8] formulated the group-

partitioning task from the viewpoint of diversity preferences, where

agents belong to exactly one of two groups and each agent has a

weak preference order on the composition of their group. Our work

differs from these tasks both due to the complexity of forming a

fixed-size coalition, and the presence of a direct binary preference

order over all the participants. An orthogonal study was also done

by Bilò et al. [7], that considered the notion of swap stability in fixed-

size group partitions, defined as a partition in which no agent can

improve its utility by swapping places with another agent without

decreasing the utility of the other agent. Even though the underly-

ing model is the same, our fairness notions differ significantly, with

the notion of envy-freeness being stronger than swap stability as

the latter does not allow swaps (or transfers) in which the utility of

an agent increases at all.

One of the most overlooked aspects in balanced partitioning is

that of Pareto optimality. Aziz et al. [4] were the first to introduce

Pareto optimality in the context of coalition formation games, pre-

senting various results on its computational intractability across

different game classes, while Li et al. [18] only demonstrated that

some of their BP-𝑘 algorithms fail to achieve PO. To the best of our

knowledge, this is the first work to investigate the existence of PO

bisections alongside other fairness guarantees.

2 PRELIMINARIES

Define [ℓ] = {1, 2, . . . , ℓ}. Consider a group of agents (denoted by

set 𝑉 with |𝑉 | = 𝑛) connected via an undirected graph 𝐺 = (𝑉 , 𝐸),
where each edge (𝑖, 𝑗) ∈ 𝐸 represents that 𝑖 and 𝑗 are neighbors

in 𝐺 . The degree of node 𝑖 in 𝐺 is denoted by 𝑑𝐺 (𝑖), and Δ(𝐺) =
max𝑖∈𝑉 𝑑𝐺 (𝑖) denotes the maximum degree of the graph 𝐺 . The

set of neighbors of agent 𝑖 in 𝐺 is denoted by 𝑁𝐺 (𝑖). The subgraph
of 𝐺 induced by a set of vertices 𝑆 ⊆ 𝑉 is denoted by 𝐺 [𝑆].

Definition 1 (𝑘-partition). A𝑘-partition of a graph𝐺 = (𝑉 , 𝐸)
is a set of 𝑘 mutually exclusive and exhaustive subsets of𝑉 . Formally,

it is the collection 𝑍 = {𝑍1, 𝑍2, . . . , 𝑍𝑘 } s.t.

𝑍ℓ ⊆ 𝑉 ,∀ℓ ∈ [𝑘], 𝑍ℓ1 ∩ 𝑍ℓ2 = ∅,∀ℓ1 ≠ ℓ2, and
⋃
ℓ∈[𝑘 ]

𝑍ℓ = 𝑉
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Definition 2 (Balanced 𝑘-partition). A balanced 𝑘-partition

𝑍 = {𝑍1, 𝑍2, . . . , 𝑍𝑘 } of a graph𝐺 = (𝑉 , 𝐸) is a 𝑘-partition satisfying
|𝑍ℓ | ∈ {⌊𝑛/𝑘⌋ , ⌈𝑛/𝑘⌉} ,∀ℓ ∈ [𝑘].

Wewill use the shorthand BP-𝑘 tomention a balanced𝑘-partition.

The set of neighbors of agent 𝑖 in a𝑘-partition𝑍 is given by𝑁𝑍
𝐺
(𝑖) =

{ 𝑗 ∈ 𝑁𝐺 (𝑖) : 𝑖, 𝑗 ∈ 𝑍ℓ , for some ℓ ∈ [𝑘]}. The utility of agent 𝑖 in

a 𝑘-partition 𝑍 is defined as 𝑢𝐺
𝑖
(𝑍 ) = |𝑁𝑍

𝐺
(𝑖) |, i.e., the number

of neighbors of 𝑖 in 𝐺 that belong to the same subset as 𝑖 in the

partition 𝑍 . Wherever it is clear from context, we will drop 𝐺 from

every notation that uses it. The subset in which agent 𝑖 belongs in a

balanced 𝑘-partition𝑍 is denoted by𝑍−1 (𝑖), i.e.,𝑍−1 (𝑖) = ℓ, s.t. 𝑖 ∈
𝑍ℓ .

Define a swapping partition of a given 𝑘-partition 𝑍 between two

agents 𝑖 and 𝑗 as the new 𝑘-partition 𝑍 ′ such that

𝑍 ′
𝑍 −1 (𝑖 ) = (𝑍𝑍 −1 (𝑖 ) \ {𝑖}) ∪ { 𝑗}

𝑍 ′
𝑍 −1 ( 𝑗 ) = (𝑍𝑍 −1 ( 𝑗 ) \ { 𝑗}) ∪ {𝑖}

𝑍 ′
𝑍 −1 (𝑝 ) = 𝑍𝑍 −1 (𝑝 ) , ∀𝑝 ∈ 𝑉 \ {𝑖, 𝑗}.

In other words, the swapping partition 𝑍 ′ swaps the subsets in

which agents 𝑖 and 𝑗 belonged in 𝑍 . We will denote the swapping

partition 𝑍 ′ with the notation swap(𝑍, 𝑖, 𝑗). It is easy to see that,

swap(𝑍, 𝑖, 𝑗) is non-trivial only when 𝑍−1 (𝑖) ≠ 𝑍−1 ( 𝑗), i.e., 𝑖 and
𝑗 are in different subsets of 𝑍 .

Define a transfer partition of a given 𝑘-partition 𝑍 for agent

𝑖 to another subset 𝑍ℓ , ℓ ≠ 𝑍−1 (𝑖), |𝑍ℓ | < |𝑍𝑍 −1 (𝑖 ) | as the new

𝑘-partition 𝑍 ′ such that

𝑍 ′
𝑍 −1 (𝑖 ) = 𝑍𝑍 −1 (𝑖 ) \ {𝑖}

𝑍 ′ℓ = 𝑍ℓ ∪ {𝑖}
𝑍 ′𝑝 = 𝑍𝑝 , ∀𝑝 ≠ 𝑍−1 (𝑖), ℓ .

In simpler terms, the transfer moves an agent 𝑖 from its original

larger subset to a smaller subset. We will denote such a transferred

partition 𝑍 ′ with the notation tran(𝑍, 𝑖, ℓ).
We start off with an observation, used in defining envy.

Observation 1. Given a pair of agents (𝑖, 𝑗) and a BP-𝑘 𝑍 ,

swap(𝑍, 𝑖, 𝑗) is also a BP-𝑘 . Also, if |𝑍𝑍 −1 ( 𝑗 ) | < |𝑍𝑍 −1 (𝑖 ) |, then
tran(𝑍, 𝑖, 𝑍−1 ( 𝑗)) is also a BP-𝑘 , and

𝑢𝑖

(
tran(𝑍, 𝑖, 𝑍−1 ( 𝑗))

)
⩾ 𝑢𝑖 (swap(𝑍, 𝑖, 𝑗))

Proof. Note that both swap and tran are 𝑘-partitions. Here,

swap is a BP-𝑘 as the sizes of all subsets in the new partition remain

the same. And tran is a BP-𝑘 as we transfer node 𝑖 from a larger

subset of size ⌈𝑛/𝑘⌉ to a smaller subset of size ⌊𝑛/𝑘⌋, which simply

exchanges the sizes of these subsets. Finally, taking 𝑍−1 ( 𝑗) = ℓ ,

𝑢𝑖 (tran(𝑍, 𝑖, ℓ)) =
{
𝑢𝑖 (swap(𝑍, 𝑖, 𝑗)) + 1 ; (𝑖, 𝑗) ∈ 𝐸
𝑢𝑖 (swap(𝑍, 𝑖, 𝑗)) ; (𝑖, 𝑗) ∉ 𝐸

since 𝑗 is in 𝑖’s subset after tran, but not after swap. □

We can now define envy and envy-freeness as follows.

Definition 3 (Envy). In a BP-𝑘 𝑋 , an agent 𝑖 has an envy 𝑟 ⩾ 0

towards another agent 𝑗 if

(1) case |𝑋ℓ𝑗 | < |𝑋ℓ𝑖 | : 𝑢𝑖 (tran(𝑋, 𝑖, ℓ𝑗 )) − 𝑢𝑖 (𝑋 ) = 𝑟 .
(2) case |𝑋ℓ𝑗 | ⩾ |𝑋ℓ𝑖 | : 𝑢𝑖 (swap(𝑋, 𝑖, 𝑗)) − 𝑢𝑖 (𝑋 ) = 𝑟 .

where ℓ𝑖 = 𝑋
−1 (𝑖) and ℓ𝑗 = 𝑋 −1 ( 𝑗).

The definition says that if agent 𝑖 thinks that a swap or transfer

with another agent outside its own subset in a partition can increase

its utility, then it is envious of that agent. Here, if tran is possible,

then it is preferred over swap, as that yields a weakly better utility

for the agent (Observation 1).

Definition 4 (EF-𝑟 ). For 𝑟 ⩾ 0, a BP-𝑘 𝑋 is called envy-free up

to 𝑟 (EF-𝑟 ), if for every pair of agents 𝑖, 𝑗 ∈ 𝑉 , 𝑖 envies 𝑗 by at most 𝑟 .

Li et al. [18] only considered swaps as part of their definition of

envy, but because of Observation 1, Definition 4 provides stronger

assurances against any form of envy. This also ensures that all our

results still hold in purview of the definition used by Li et al. [18].

This adjustment was primarily motivated by the fact that when an

agent envies their neighbor, it is because they see their neighbor’s

group as better and would prefer to join it if possible. The utility

gained from being with the neighbor is merely a bonus, as it still

resolves their initial envy. We also make another useful observation

about envy below.

Observation 2. If agent 𝑖 envies agent 𝑗 by 𝑟 > 0 in BP-𝑘 𝑋 , then

𝑋 −1 ( 𝑗) ≠ 𝑋 −1 (𝑖) and 𝑖 has at least 𝑟 neighbors in 𝑋𝑋 −1 ( 𝑗 ) .

Proof. Since agent 𝑖 has an envy 𝑟 > 0 towards agent 𝑗 in BP-

𝑘 𝑋 , utility of agent 𝑖 increases from its current utility 𝑢𝑖 (𝑋 ) by
𝑟 . This increase can either occur by a tran or a swap operation

performed by 𝑖 from 𝑋𝑋 −1 (𝑖 ) to 𝑋𝑋 −1 ( 𝑗 ) (and these two subsets

must be different). In both cases, it is necessary that there exist at

least 𝑟 neighbors of 𝑖 in 𝑋𝑋 −1 ( 𝑗 ) . □

Definition 5 (Core). For 𝛼 ⩾ 1, 𝛽 ⩾ 0, a BP-𝑘 𝑋 is said to be

in (𝛼, 𝛽)-core if there does not exist another BP-𝑘 𝑋 ′ and an index

ℓ ∈ [𝑘] s.t. ∀𝑖 ∈ 𝑋 ′
ℓ
, 𝑢𝑖 (𝑋 ′) > 𝛼 · 𝑢𝑖 (𝑋 ) + 𝛽 .

This definition only requires the utility of agents in𝑋 ′
ℓ
to increase.

If, for some BP-𝑘 𝑋 , such a coalition 𝑋 ′
ℓ
exists, we call 𝑋 ′

ℓ
an (𝛼, 𝛽)-

blocking coalition of BP-𝑘 𝑋 . Wherever clear from context, we

simply call 𝑋 ′
ℓ
a blocking coalition.

A BP-𝑘 is said to be in the core for graph 𝐺 if it satisfies (1, 0)-
core property as defined above. For 𝑘 = 2, the existence of core

means that there is no other BP-2 (𝑆,𝑉 \ 𝑆), such that the utility

of all nodes in 𝑆 strictly increases in this new partition. Also note

that (1, 0)-core is stronger than (𝛼, 𝛽)-core for any other choice of

𝛼 ⩾ 1, 𝛽 ⩾ 0.

Definition 6 (Pareto Optimal). A BP-𝑘 𝑋 is called Pareto

optimal (PO), if there does not exist another BP-𝑘 𝑋 ′ such that for

all nodes 𝑖 ∈ 𝑉 , we have 𝑢𝑖 (𝑋 ′) ⩾ 𝑢𝑖 (𝑋 ), and the strict inequality

holds for at least one node 𝑗 ∈ 𝑉 .

If 𝑋 is not Pareto optimal, then the BP-𝑘 𝑋 ′ is called a Pareto

improvement to partition 𝑋 .

2.1 Graphs of interest

In this section, we provide a brief review of certain types of graphs

and their properties that will be used later in the paper. We use the

standard graph-theoretic terminology. Let 𝐺 be the complement

of graph 𝐺 . We denote by 𝐾𝑛,𝐶𝑛 , and 𝑃𝑛 , the complete undirected

graph on 𝑛 vertices, a simple cycle with 𝑛 vertices, and a path graph

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

43



with 𝑛 vertices respectively. Also, we define the comb graph
1
on

2𝑛 vertices as 𝑃𝑛
⊙

𝐾1, i.e., the graph constructed by connecting 𝑛

vertices in a path, each of which is connected to a pendant edge.

This graph consists of 2𝑛 − 1 edges, and is denoted by comb𝑛 .

Biconnected graphs. A biconnected graph𝐺 = (𝑉 , 𝐸) with |𝑉 | > 1

is a connected graph for which the subgraph 𝐺 [𝑉 \ {𝑣}] remains

connected for all 𝑣 ∈ 𝑉 .

Definition 7 (𝑠𝑡-Numbering). An 𝑠𝑡-numbering of 𝐺 = (𝑉 , 𝐸)
with |𝑉 | = 𝑛 > 1 and two vertices 𝑠, 𝑡 ∈ 𝑉 is a mapping from 𝑉 to

𝑁 = [𝑛], such that the source 𝑠 is labeled 1, the sink 𝑡 is labeled 𝑛,

and every vertex 𝑖 = 2, . . . , 𝑛 − 1 is adjacent both to some vertex ℎ < 𝑖

and to some vertex 𝑗 > 𝑖 .

It is well known that for any biconnected graph with any ar-

bitrarily chosen source 𝑠 and sink 𝑡 , an 𝑠𝑡-numbering exists and

can be found in linear time [10]. A connected graph that is not a

biconnected graph will have cut vertices, i.e. a vertex whose removal

causes the graph to become disconnected. A biconnected component

is a maximal biconnected subgraph in a graph.

Definition 8 (Block-Cut Tree). Any connected graph decom-

poses into a tree with biconnected components (or blocks) and cut

vertices as vertices, called the block-cut tree of the graph, where the

blocks are attached to shared cut vertices.

Hopcroft and Tarjan [13] gave a linear-time algorithm to find

the block-cut tree for any connected graph.

Definition 9 (Leafy-Cut Vertex). A leafy-cut vertex in a

rooted block-cut tree is a cut vertex that does not have any other

cut vertex as its descendant.

A leafy-cut vertex 𝑧 has a non-zero number of descendants which

can be partitioned into sets of vertices 𝑏1, . . . , 𝑏𝑘 (𝑘 ⩾ 1) such that

∀𝑖 ∈ [𝑘], |𝑏𝑖 | > 0 and 𝐺 [𝑏𝑖 ∪ {𝑧}] is a biconnected graph. We refer

to each 𝑏𝑖 as a biconnected block.

Grid graphs. A grid graph is a collection of nodes on the integer

2D coordinate lattice with possible edges between them only if the

nodes are adjacently placed on the lattice.

Definition 10 (Grid Graph). 𝐺 = (𝑉 , 𝐸) is a grid graph if we

can create mappings 𝑋 : 𝑉 → Z and 𝑌 : 𝑉 → Z such that for each

pair of nodes 𝑖, 𝑗 ∈ 𝑉 , where (𝑋 (𝑖), 𝑌 (𝑖)) ≠ (𝑋 ( 𝑗), 𝑌 ( 𝑗)),

[(𝑖, 𝑗) ∈ 𝐸] =⇒ [|𝑋 (𝑖) − 𝑋 ( 𝑗) | + |𝑌 (𝑖) − 𝑌 ( 𝑗) | = 1] ,

where 𝑋 and 𝑌 are the mappings to the 𝑥 and 𝑦-coordinates of the

nodes on the lattice.

Wewill denote the set of grid graphs with GrG. We are now ready

to present the main results.

3 MAIN RESULTS: GENERAL GRAPHS

We first look at envy-freeness and Pareto optimality properties for

arbitrary graphs. For both these properties, we will need a lemma

that formally shows the necessary and sufficient conditions for the

existence of a EF-𝑟 BP-2 2
.

1
The name of this graph comes from the fact that it can be drawn like a comb.

2
From now on, we will omit𝐺 from our notations when it is clear from the context.

Lemma 1. A BP-2 𝑋 in 𝐺 = (𝑉 , 𝐸) is EF-𝑟
(1) if

|𝑁𝑋 (𝑖) | ⩾ 𝑑 (𝑖) − 𝑟
2

, ∀𝑖 ∈ 𝑉 , and, (1)

(2) only if

|𝑁𝑋 (𝑖) | ⩾ 𝑑 (𝑖) − 𝑟 − 1
2

, ∀𝑖 ∈ 𝑉 . (2)

We state the conditions 1 and 2 separately since both of them

will be used for proving the upcoming results.

Proof. (Condition 1: sufficiency): Let 𝑋 be a BP-2. Suppose

𝑋 is not EF-𝑟 . Hence, ∃𝑖, 𝑗 ∈ 𝑉 such that 𝑖 has an envy > 𝑟

towards 𝑗 . Case 1: |𝑋𝑋 −1 (𝑖 ) | > |𝑋𝑋 −1 ( 𝑗 ) |: here the violation of

EF-𝑟 implies 𝑢𝑖 (tran(𝑋, 𝑖, 𝑋 −1 ( 𝑗))) − 𝑢𝑖 (𝑋 ) > 𝑟 . This implies,

(𝑑 (𝑖) − |𝑁𝑋 (𝑖) |) − |𝑁𝑋 (𝑖) | > 𝑟 . This violates the condition in

Equation (1). Case 2: |𝑋𝑋 −1 (𝑖 ) | ⩽ |𝑋𝑋 −1 ( 𝑗 ) |: here the violation of

EF-𝑟 implies 𝑢𝑖 (swap(𝑋, 𝑖, 𝑗)) −𝑢𝑖 (𝑋 ) > 𝑟 . Here, two subcases can
occur, (a) 𝑖 and 𝑗 are neighbors in 𝐺 : then (𝑑 (𝑖) − |𝑁𝑋 (𝑖) | − 1) −
|𝑁𝑋 (𝑖) | > 𝑟 (the additional −1 appears since 𝑗 also changes its

subset in a swap), and (b) 𝑖 and 𝑗 are not neighbors in 𝐺 : then

(𝑑 (𝑖) − |𝑁𝑋 (𝑖) |) − |𝑁𝑋 (𝑖) | > 𝑟 . Both these subcases violate the

condition in Equation (1).

(Condition 2: necessity): Suppose 𝑋 is a EF-𝑟 BP-2. This implies

that ∀𝑖, 𝑗 ∈ 𝑉 , 𝑖 has an envy ⩽ 𝑟 towards 𝑗 . Now consider the

cases 1 and 2 above. Carrying out similar calculations we get that

(𝑑 (𝑖) − |𝑁𝑋 (𝑖) |) − |𝑁𝑋 (𝑖) | ⩽ 𝑟 for case 1 and the second subcase

of case 2. But for the first subcase of case 2 (where (𝑖, 𝑗) ∈ 𝐸),
we get (𝑑 (𝑖) − |𝑁𝑋 (𝑖) | − 1) − |𝑁𝑋 (𝑖) | ⩽ 𝑟 . Hence the condition
that satisfies all these conditions (and hence necessary) is given by

Equation (2). □

3.1 Envy-Freeness

Theorem 1. For every graph 𝐺 , there exists a BP-2 that is EF-

(max{Δ(𝐺) − 2, 2}), which can be found in linear time.

Wefirst derive a corollary of Lemma 1 to get a sufficient condition

for Theorem 1.

Lemma 2. A BP-2 𝑋 of 𝐺 = (𝑉 , 𝐸) is EF-(max{Δ − 2, 2}) if for
all nodes 𝑖 ∈ 𝑉 , at least one of the following two conditions holds:

(1) 𝑑 (𝑖) ⩽ 2, or (2) |𝑁𝑋 (𝑖) | ⩾ 1.

Proof. For 𝑑 (𝑖) ⩽ 2, we know that
𝑑 (𝑖 )−2

2
⩽ 0 ⩽ |𝑁𝑋 (𝑖) |.

Otherwise |𝑁𝑋 (𝑖) | ⩾ 1 ⩾ 𝑑 (𝑖 )−(Δ−2)
2

. Thus, ∀𝑖 ∈ 𝑉 , |𝑁𝑋 (𝑖) | ⩾
𝑑 (𝑖 )−max{Δ−2,2}

2
. Following condition 1 of Lemma 1, we conclude

that 𝑋 is EF-(max{Δ − 2, 2}). □

By Lemma 2, to obtain a EF-(max{Δ − 2, 2}) BP-2, it suffices to

ensure that every vertex with degree > 2 has at least 1 neighbor

in the same group. For simplicity, we refer to the two subsets of

the partition by the colors red and blue. We construct the BP-2

sequentially, first for biconnected graphs, then for connected graphs,

and finally for arbitrary graphs.

Lemma 3. For any biconnected graph 𝐺 = (𝑉 , 𝐸) and 𝑟, 𝑏 > 1

with 𝑟 + 𝑏 = |𝑉 |, Algorithm 1 returns a 2-partition 𝑋 = (R,B) with
|R | = 𝑟, |B| = 𝑏 s.t. |𝑁𝑋 (𝑖) | ⩾ 1, ∀𝑖 ∈ 𝑉 .
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Algorithm 1 ConnPart: Block – Cut Partition

Input: Connected graph 𝐺 = (𝑉 , 𝐸), integers 𝑟, 𝑏
Require: 𝑟, 𝑏 > 1; 𝑟 + 𝑏 = |𝑉 |
Output: 𝑋 = {R,B}, |R | = 𝑟 , |B| = 𝑏
1: if 𝐺 is biconnected then

2: 𝑆 ← st-numbering(𝐺); R ← {𝑣 ∈ 𝑉 | 𝑆 (𝑣) ⩽ 𝑟 }
3: return 𝑋 = {R, 𝑉 \ R}
4: end if

5: T ← BlockCutTree(𝐺) rooted at a cut vertex 𝑐

6: R ← ∅; 𝑉rem ← 𝑉

7: StartLoop:

8: 𝑧 ← Arbitrary leafy-cut vertex of T [𝑉rem]
9: 𝑧 has 𝑘 biconnected blocks 𝑏1, 𝑏2, . . . , 𝑏𝑘 as children

10: 𝐶 ← ⋃𝑘
𝑖=1 𝑏𝑖 // 𝑏𝑖 does not contain 𝑧, ∀𝑖 ∈ [𝑘]

11: if 𝑟 > |𝐶 | + 1 then
12: // Color all children of 𝑧 red, and trim the graph

13: R ← R ∪𝐶; 𝑟 ← 𝑟 − |𝐶 |; 𝑉rem ← 𝑉 \ R
14: goto StartLoop

15: else if 𝑟 = |𝐶 | + 1 then
16: // Color 𝑧 and all its children red

17: R ← R ∪𝐶 ∪ {𝑧}
18: else if 𝑟 < |𝐶 | + 1 then
19: 𝐺 ← 𝐺 [𝑉rem]; T ← T [𝑉rem]
20: // If 𝑟 is odd, we first color odd nodes to make 𝑟

21: // even. Pairs are then selected from the 𝑏𝑖 ’s.

22: // Finally, an odd element of some 𝑏𝑖 ’s may be

23: // chosen till the requirement of 𝑟 nodes is met.

24: R ← R ∪ SelectPairsFirst(𝐺,T , 𝑧, {𝑏𝑖 }, 𝑟 , 𝑏)
25: end if

26: return 𝑋 = (R, 𝑉 \ R)

For connected graphs 𝐺 = (𝑉 , 𝐸), we use their rooted block-cut

tree T to color the graph appropriately in Algorithm 1. We first

color all vertices in 𝑉 blue, and then change the color of 𝑟 > 1

vertices to red to get a desired 2-partition 𝑋 . Here, in each iteration

(starting at Line 7 of Algorithm 1), we color all the biconnected chil-

dren blocks of some leafy-cut vertex red (Line 13), till 𝑟 nodes have

been colored red. Lemma 4 deals with the case when the remaining

nodes, which are to be colored red, fit within the subtree of a leafy-

cut vertex 𝑧 (Line 18). In this case, we call the SelectPairsFirst

procedure (exact algorithm given in the full version of this pa-

per [1]), which colors some of the nodes red in this subtree of 𝑧,

while satisfying Equation (3) below for all nodes. The coloring is

done by using an 𝑠𝑡-numbering of the biconnected blocks with the

source as node 𝑧.

Lemma 4. For a connected graph 𝐺 = (𝑉 , 𝐸) and its rooted block-
cut tree T , let 𝑧 be a leafy-cut vertex in T with biconnected blocks

{𝑏𝑖 }𝑘𝑖=1 as its children. Then for any 1 < 𝑟 ⩽ Σ𝑘
𝑖=1
|𝑏𝑖 |, 𝑏 > 1, 𝑟 +𝑏 =

|𝑉 |, ∃ 2-partition𝑋 = (R,B) with |R | = 𝑟, |B| = 𝑏 such that∀ 𝑖 ∈ 𝑉 ,

either 𝑑 (𝑖) = 1, or |𝑁𝑋 (𝑖) | ⩾ 1 (3)

Also, for any 𝑗 ∈ [𝑘],

|𝑏 𝑗 | = 1 and 𝑏 𝑗 ⊆ B =⇒ 𝑧 ∈ B

Figure 1: Block-cut tree T rooted at a cut vertex 𝑐, with some

leafy-cut vertex 𝑧 having children biconnected blocks {𝑏𝑖 }𝑘𝑖=1.

This 2-partition can be found in O(|𝑉 | + |𝐸 |) time using the

SelectPairsFirst

(
𝐺,T , 𝑧, {𝑏𝑖 }𝑘𝑖=1, 𝑟 , 𝑏

)
procedure.

The following lemma shows why Algorithm 1 satisfies the con-

dition of the lemma above.

Lemma 5. For any connected graph 𝐺 = (𝑉 , 𝐸) and 𝑟, 𝑏 > 1

with 𝑟 + 𝑏 = |𝑉 |, Algorithm 1 returns a 2-partition 𝑋 = (R,B) s.t.
|R | = 𝑟, |B| = 𝑏 and ∀𝑖 ∈ 𝑉 , Equation (3) holds.

Proof. If 𝐺 is biconnected, then we are done by Lemma 3. Sup-

pose 𝐺 is not biconnected. Let T be the block-cut tree of 𝐺 rooted

at some cut vertex 𝑐 . Suppose 𝑧 is the chosen leafy-cut vertex on

Line 8, with 𝑘 ⩾ 1 biconnected blocks {𝑏𝑖 }𝑘𝑖=1 as children. An exam-

ple of this setup is shown in Figure 1. Also let𝐶 = ∪𝑘
𝑖=1
𝑏𝑖 , and note

that |𝐶 | ⩾ 1 (since every biconnected block has at least 1 vertex).

Here, the graph being partitioned is 𝐺 [𝑉rem] (initially, 𝑉rem = 𝑉 ).

In each iteration (Line 7), there are 3 possible situations:

Case 1: 𝑟 ⩽ |𝐶 | : We apply the SelectPairsFirst proce-

dure (Line 24). By Lemma 4, every 𝑖 ∈ 𝑉rem must have either

𝑑𝐺 [𝑉rem ] (𝑖) = 1 or |𝑁𝑋 (𝑖) | ⩾ 1. If Equation (3) is not satisfied

by 𝑖 in the final partition 𝑋 of 𝐺 , then the second condition cannot

hold, giving 𝑑𝐺 [𝑉rem ] (𝑖) = 1 (i.e. |𝑏 𝑗 | = 1) and 𝑑𝐺 (𝑖) > 1. Thus,

𝑖 is a cut vertex in 𝐺 , and so it will have a pre-colored red child

(from some previous iteration). If 𝑖 is red, then this child is a same-

colored neighbor of 𝑖 . Else if 𝑖 is blue, then Lemma 4 gives that its

parent 𝑧 must also be blue. Hence, we reach a contradiction in both

situations, and every node 𝑖 ∈ 𝑉rem satisfies Equation (3).

Case 2: 𝑟 = 1+ |𝐶 | : 𝑧 and all its children are colored red (Line 17).

Note that𝐺 [𝐶∪{𝑧}] and𝐺 [𝑉rem\(𝐶∪{𝑧})] are red and blue colored
connected graphs respectively, each having size > 1. Thus, every

node in 𝑉rem has at least 1 neighbor in the same group, satisfying

Equation (3).

Case 3: 𝑟 > 1+ |𝐶 | : Color all nodes in𝐶 red (Line 13), and reduce

𝑟 to 𝑟 ′ = 𝑟 − |𝐶 |. For any 𝑗 ∈ [𝑘], there are 2 cases:
(1) |𝑏 𝑗 | > 1, so that every node 𝑖 ∈ 𝑏 𝑗 has a same-colored red

neighbor in 𝑏 𝑗 (since 𝐺 [𝑏 𝑗 ] is connected).
(2) |𝑏 𝑗 | = 1, so that there is only one node 𝑣 ∈ 𝑏 𝑗 . If 𝑑𝐺 (𝑣) =

1 (i.e. 𝑣 is only joined to 𝑧 in 𝐺), then 𝑣 already satisfies

Equation (3). Otherwise, if 𝑣 is a cut vertex in 𝐺 , then 𝑣

(which is colored red) must have a pre-colored red child

(from some previous iteration), giving |𝑁𝑋 (𝑣) | ⩾ 1.

Thus, Equation (3) holds for all 𝑖 ∈ 𝐶 . The graph is now trimmed to

𝐺 ′ = 𝐺 [𝑉rem \𝐶], which is still a connected graph. And the problem

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

45



reduces to finding a 2-partition 𝑋 ′ = (R′,B′) in this connected

graph 𝐺 ′ with |R′ | = 𝑟 ′, |B′ | = 𝑏 (where 𝑟 ′, 𝑏 are still > 1 and

𝑟 ′ < 𝑟 ). We now repeat the same procedure for this subgraph. □

Lemmas 2 and 5 together give the desired BP-2 for connected

graphs, as given in Lemma 6 below.

Lemma 6. For any connected graph𝐺 = (𝑉 , 𝐸), there exists a BP-2
𝑋 = (R,B) with |R | ≥ |B| saitsfying EF-(max{Δ − 2, 2}).

Proof. By Lemmas 2 and 5, for any connected graph with |𝑉 | ⩾
4, taking |R | = 𝑟 = ⌈ |𝑉 |/2⌉ in Algorithm 1 returns the desired EF-

(max{Δ − 2, 2}) BP-2. And, if |𝑉 | ⩽ 3, then Observation 2 ensures

the existence of a EF-2 BP-2 (since any node has ⩽ 2 neighbors, so

it cannot have envy > 2). □

Proof. (of Theorem 1) Divide an arbitrary graph 𝐺 into its con-

nected components 𝑐1, 𝑐2, . . . , 𝑐𝑚 . For 𝑗 ∈ [𝑚], let 𝐺 𝑗 =
⋃𝑗

𝑖=1
𝑐𝑖 ,

with 𝐺𝑚 = 𝐺 . We will use induction on 𝑗 ∈ [𝑚] to get a EF-

(max{Δ−2, 2}) BP-2 for all𝐺 𝑗 . By Lemma 6,𝐺1 has such a partition.

For the inductive step, suppose the desired BP-2 𝑋 exists for 𝐺 𝑗−1
( 𝑗 > 1). If there are more blue nodes in 𝑋 than red nodes, then color

𝑐 𝑗 as per Lemma 6, with at least as many red nodes as blue nodes.

Else color 𝑐 𝑗 using the same algorithm and then reverse its colors

so that it has more blue nodes than red nodes. This ensures that

the absolute difference between the number of red and blue nodes

in this new 2-partition of 𝐺 𝑗 = 𝐺 𝑗−1 ∪ 𝑐 𝑗 is at most 1, giving us

a BP-2 of 𝐺 𝑗 . Also, since the partition in each component is EF-

(max{Δ − 2, 2}) and there are no edges between components, this

final BP-2will also be EF-(max{Δ−2, 2}), completing the induction

and our proof for Theorem 1.

(Complexity): As per the above proof, to find the final BP-2, we

have to run Algorithm 1 for each 𝑐 𝑗 , 𝑗 ∈ [𝑚] once. Algorithm 1

requires finding the block-cut tree of a connected graph and the

𝑠𝑡-numbering within different biconnected components, both of

which are linear-time algorithms. SelectPairsFirst procedure is

also called only once (in Line 24 of Algorithm 1), and it is also linear

time according to Lemma 4. This ensures that for each connected

component of𝐺 , Algorithm 1 runs in linear time, making the overall

algorithm finish in O(|𝑉 | + |𝐸 |) time. □

3.2 Pareto Optimality

Theorem 2. For every graph 𝐺 with a BP-2 𝑋 that is EF-𝑟 for

some 𝑟 ⩾ 0, there exists a BP-2 𝑋 ′ that is EF-𝑟 and PO.

Proof. Suppose some graph 𝐺 has a BP-2 𝑋 that is EF-𝑟 . If 𝑋 is

PO, then we are done. Otherwise, we perform a sequence of Pareto

improvements to𝑋 till we get a PO BP-2𝑋 ′. We claim that𝑋 ′ is EF-
𝑟 . Suppose 𝑋 ′ is not EF-𝑟 . Then by condition 1 of Lemma 1, ∃𝑖 ∈ 𝑉
such that 𝑑 (𝑖) − 𝑟 > 2|𝑁𝑋 ′ (𝑖) |. Since all variables in this inequality

are natural numbers, this implies that 𝑑 (𝑖) − 𝑟 − 1 ⩾ 2|𝑁𝑋 ′ (𝑖) |
or |𝑁𝑋 ′ (𝑖) | ⩽ 𝑑 (𝑖 )−𝑟−1

2
. However, since 𝑋 is EF-𝑟 , by condition 2

of Lemma 1, we have |𝑁𝑋 (𝑖) | ⩾ 𝑑 (𝑖 )−𝑟−1
2

. The partition 𝑋 ′ is
obtained by sequential Pareto improvements from 𝑋 , and hence

|𝑁𝑋 (𝑖) | ⩽ |𝑁𝑋 ′ (𝑖) |. Combining these three inequalities, we get

|𝑁𝑋 (𝑖) | = 𝑑 (𝑖) − 𝑟 − 1
2

= |𝑁𝑋 ′ (𝑖) |. (4)

Suppose the BP-2’s are given by 𝑋 = (R,B) and 𝑋 ′ = (R′,B′),
andWLOG 𝑖 ∈ R,R′. From Equation (4), we have (𝑑 (𝑖)− |𝑁𝑋 (𝑖) |)−
|𝑁𝑋 (𝑖) | = 𝑟 + 1, i.e., ‘the number of blue (B) neighbors of 𝑖’ minus

‘the number of red (R) neighbors of 𝑖’ is 𝑟+1. Consider the following
two possible cases.

(1) |B| = ⌊𝑛/2⌋ < ⌈𝑛/2⌉: According to Definition 3, 𝑖 can apply a

tran operation from R to B and increase its utility by 𝑟 + 1,
which contradicts 𝑋 being EF-𝑟 .

(2) |B| = ⌈𝑛/2⌉: Consider an arbitrary node 𝑗 ∈ B and a pos-

sible swap of 𝑖 with 𝑗 . If 𝑗 is not a neighbor of 𝑖 , then

on swapping groups with 𝑗 , the utility of 𝑖 increases by

𝑟 + 1, which contradicts 𝑋 being EF-𝑟 . So every 𝑗 ∈ B can

only be a neighbor of 𝑖 , or equivalently, B = 𝑁 (𝑖) \ 𝑁𝑋 (𝑖).
But, we also have |𝑁𝑋 (𝑖) | = |𝑁𝑋 ′ (𝑖) |, which gives ⌈𝑛/2⌉ =
|𝐵 | = 𝑑 (𝑖) − |𝑁𝑋 (𝑖) | = 𝑑 (𝑖) − |𝑁𝑋 ′ (𝑖) | ⩽ |B′ |, where
the last inequality comes from the fact that the blue neigh-

bors of 𝑖 must be at most the whole of B′. Since 𝑋 ′ is a
BP-2, |B′ | is also bounded from above by ⌈𝑛/2⌉, and hence

|B′ | = 𝑑 (𝑖) − |𝑁𝑋 ′ (𝑖) | = ⌈𝑛/2⌉ ⇒ B′ = 𝑁 (𝑖) \ 𝑁𝑋 ′ (𝑖).
Thus, we have |R′ | = ⌊𝑛/2⌋, which means that only the

swap operation is possible for 𝑖 in 𝑋 ′. Pick an arbitrary

𝑗 ′ ∈ B′ for 𝑖 to swap with. This swap leads to a change

in utility of 𝑖 from |𝑁𝑋 ′ (𝑖) | to 𝑑 (𝑖) − |𝑁𝑋 ′ (𝑖) | − 1, which is

𝑑 (𝑖) − 2|𝑁𝑋 ′ (𝑖) | − 1 = 𝑟 . This contradicts the fact that 𝑖 has
an envy > 𝑟 with some 𝑗 ′ ∈ B′.

Since both conclusions above lead to a contradiction, our original

assumption on𝑋 ′ not being EF-𝑟 must be false, and𝑋 ′ is the desired
PO EF-𝑟 partition. □

Theorem 3. Consider an arbitrary graph 𝐺 that has a BP-2 𝑋

which belongs to the (𝛼, 𝛽)-core for some 𝛼 ⩾ 1, 𝛽 ⩾ 0.

(1) Then there exists a PO BP-2 𝑋 ′ in the (𝛼, 𝛽)-core.
(2) If 𝑋 is also EF-𝑟 for some 𝑟 ⩾ 0, there exists a BP-2 𝑋 ′ in the

(𝛼, 𝛽)-core, which is both EF-𝑟 and PO.

Proof. Part 1: Assume, for contradiction, that 𝑋 is not PO. Let

𝑋 ′ be PO partition obtained by sequentially improving 𝑋 (as we

did for Theorem 2). Suppose 𝑋 ′ is not in (𝛼, 𝛽)-core. Then there

exists a blocking coalition 𝑆 of size either ⌊𝑛/𝑘⌋ or ⌈𝑛/𝑘⌉ such that

for the BP-2 𝑌 = (𝑆,𝑉 \ 𝑆), 𝑢𝑖 (𝑌 ) > 𝛼 · 𝑢𝑖 (𝑋 ′) + 𝛽 for all 𝑖 ∈ 𝑆 .
But, by construction, 𝑢𝑖 (𝑋 ′) ⩾ 𝑢𝑖 (𝑋 ) since 𝑋 ′ was obtained by

sequentially improving 𝑋 . Hence, 𝑆 is also a blocking coalition for

BP-2 𝑋 , which contradicts the fact that 𝑋 is in (𝛼, 𝛽)-core.
Part 2: Now, suppose 𝑋 is also EF-𝑟 . Construct 𝑋 ′ in a similar

way as part 1. Part 1 shows that 𝑋 ′ will be in the (𝛼, 𝛽)-core. By
Theorem 2, 𝑋 ′ will also be EF-𝑟 . □

Discussion: While we examine the interplay between different

fairness notions in the theorems above, it is essential to recognize

that each of these properties remains important in its own right. For

instance, a PO BP-2 in the core is not guaranteed to hold the envy-

freeness guarantees we determined in Theorem 1. To illustrate

this, for any 𝑚 ⩾ 3, consider constructing the graph 𝐺𝑚 with

2(𝑚 + 1) vertices comprising of a disjoint 𝐾𝑚 and 𝐾𝑚+1, and a

vertex 𝑣 ∉ 𝐾𝑚 ∪ 𝐾𝑚+1 connected to exactly 𝑚 vertices of 𝐾𝑚+1.
Partition 𝐺𝑚 into two groups, one consisting of 𝐾𝑚 and 𝑣 , and the

other one with 𝐾𝑚+1. If 𝑣 ′ ∈ 𝐾𝑚+1 is the vertex that 𝑣 is not joined
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to, then 𝑣 envies 𝑣 ′ by𝑚 = Δ(𝐺) − 1, even though this BP-2 is PO

and in the core.

4 MAIN RESULTS: GRID GRAPHS

In Section 3, we saw the fairness and efficiency guarantees for

general graphs. These results have their limitations owing to the

arbitrary structure of the graphs. We focus on grid graphs in this

section to investigate whether a relatively simpler graph structure

can yield stronger fairness and stability properties. In the following

two subsections, wewill consider envy-freeness and core properties,

respectively, for GrGs.

4.1 Envy-Freeness

We start this section by showing the incompatibility of BP-𝑘 and

EF-0 for all 𝑘 ⩾ 2 even in GrGs.

Example 1. For any 𝑘 ⩾ 2, the graph 𝐺𝑘 = comb𝑘+1 ∪ 𝐾𝑘−2
consisting of a comb graph with 2(𝑘 + 1) vertices and 𝑘 − 2 isolated
vertices, has no EF-0 BP-𝑘 . To see why, note that each subset in a BP-𝑘

𝑋 of 𝐺𝑘 must have 3 nodes. Let 𝑆1 be the set of nodes with degree

1. As |𝑆1 | = 𝑘 + 1 and there are 𝑘 groups, ∃ 𝑖, 𝑗 ∈ 𝑆1 that are in the

same group 𝑋ℓ (say). But if 𝑋 is EF-0, then every node in 𝑆1 must

have their only neighbor in the same subset. This would imply that

|𝑋ℓ | ⩾ 4 (𝑖, 𝑗 and their 1 neighbor each), which is a contradiction. □

However, if the EF guarantee is relaxed to EF-2, we show that

there is an efficient algorithm (Algorithm 2) to find a BP-𝑘 in GrGs,
for any 𝑘 ⩾ 2. The algorithm traverses the grid graph column-wise

along the integer lattice Z2 from the left-top corner to the right-

bottom corner, placing a contiguous sequence of traversed vertices

in one subset of the partition.
3
The traversal is continued until

there is no vertex left. This method first creates 𝑛 (mod 𝑘) such
subsets of size ⌈ |𝑉 |/𝑘⌉, and then remaining subsets of size ⌊ |𝑉 |/𝑘⌋.
An example of a BP-2 created by Algorithm 2 is shown in Figure 2.

Theorem 4. For all 𝑘 ⩾ 2 and 𝐺 = (𝑉 , 𝐸) ∈ GrG, Algorithm 2

returns a EF-2 BP-𝑘 𝑋 in O(|𝑉 | log( |𝑉 |)) time.

Proof. Assume, for contradiction, that BP-𝑘 𝑋 (returned by

Algorithm 2) is not EF-2. Then ∃𝑖, 𝑗 ∈ 𝑉 such that 𝑖 envies 𝑗 by

at least 3. By Observation 2, 𝑖 has at least 3 neighbors in 𝑋𝑋 −1 ( 𝑗 ) .
Define 𝑁𝑇𝐿 (𝑖) as the set of neighbors (can be empty) to the top

and left of 𝑖 in the integer lattice Z2. Formally, if 𝑖 = (𝑥,𝑦) on
the lattice, then 𝑁𝑇𝐿 (𝑖) = {(𝑥,𝑦 + 1), (𝑥 − 1, 𝑦)} ∩ 𝑁 (𝑖). Similarly

define 𝑁𝐵𝑅 (𝑖) = {(𝑥,𝑦 − 1), (𝑥 + 1, 𝑦)} ∩ 𝑁 (𝑖) as the neighbors of 𝑖
that lie to the bottom and right of 𝑖 . Note that |𝑁𝐵𝑅 (𝑖) |, |𝑁𝑇𝐿 (𝑖) | ⩽
2. Since at least 3 neighbors of 𝑖 are in the same subset, by the

pigeonhole principle, ∃ 𝑢 ∈ 𝑁𝑇𝐿 (𝑖), 𝑣 ∈ 𝑁𝐵𝑅 (𝑖) such that both

nodes 𝑢 and 𝑣 belong to the same subset 𝑋𝑋 −1 ( 𝑗 ) of the partition
returned by Algorithm 2. But then all nodes visited between 𝑢 and

𝑣 in Algorithm 2 should also be in 𝑋𝑋 −1 ( 𝑗 ) , which includes 𝑖 . This

leads to a contradiction.

(Complexity): For the time complexity, note that Algorithm 2

sorts 𝑉 in O(|𝑉 | log( |𝑉 |)) time, and then linearly iterates through

all the vertices in this sorted order, making the whole algorithm

complete in O(|𝑉 | log( |𝑉 |)) time. □

3
Here traversal is done over all vertices that exist in the graph on the lattice irrespective

of whether they are joined by an edge or not.

Algorithm 2 L2R: Left-to-Right

Input: 𝐺 = (𝑉 , 𝐸) ∈ GrG, partition size 𝑘 ⩾ 2

Output: BP-𝑘 𝑋 of 𝐺

1: Suppose |𝑉 | = 𝑛 such that 𝑛 = 𝑞 · 𝑘 + 𝑟, 0 ⩽ 𝑟 < 𝑘
2: // Arrange nodes from left-top to right-bottom

3: Sort nodes in 𝑉 using (𝑥,−𝑦) as key
4: // First 𝑟 groups have ⌈𝑛/𝑘⌉ nodes
5: // Next (𝑘 − 𝑟 ) groups have ⌊𝑛/𝑘⌋ nodes
6: for cnt = 1 to 𝑘 do

7: 𝑋cnt ← ∅; num← 1

8: size← ⌈𝑛/𝑘⌉ if cnt ⩽ 𝑟 else ⌊𝑛/𝑘⌋
9: while num ⩽ size do

10: 𝑣 ← left uppermost node in 𝑉 ; 𝑉 ← 𝑉 \ {𝑣}
11: 𝑋cnt ← 𝑋cnt ∪ {𝑣}; num← num + 1
12: end while

13: end for

4.2 Core

Theorem 5. For every 𝐺 = (𝑉 , 𝐸) ∈ GrG, there is a polynomially

computable EF-2 BP-2 that lies in the (1, 1)-core.

Consider the partition𝑋 returned by Algorithm 2 (L2R) on a GrG
𝐺 = (𝑉 , 𝐸) for 𝑘 = 2. From Theorem 4, no node has more than 2

neighbors in the other subset in𝑋 , i.e., for all 𝑖 ∈ 𝑉 ,𝑢𝑖 (𝑋 ) ⩾ 𝑑 (𝑖)−2.
We classify the nodes into three categories, based on their neighbors

in the other group.

Definition 11. Let 𝑋 = L2R (𝐺 = (𝑉 , 𝐸), 𝑘 = 2). Then we call a

node 𝑖 ∈ 𝑉 , (1) an internal node if 𝑢𝑖 (𝑋 ) = 𝑑 (𝑖), (2) an edge node if

𝑢𝑖 (𝑋 ) = 𝑑 (𝑖) − 1, and (3) a corner node if 𝑢𝑖 (𝑋 ) = 𝑑 (𝑖) − 2.

For instance in Figure 2, 𝐷 is an internal node, 𝐵 is an edge node

and 𝐿 is a corner node.

Observation 3. There can be at most 2 corner nodes. If both exist,

there must be an edge between them, and they cannot share a common

neighbor.

Proof. Let 𝑋 = (R,B). Let 𝑐𝑅 ∈ R be the bottom-most node

in the rightmost column of R, and 𝑐𝐵 ∈ B be the uppermost node

in the leftmost column of B. Then 𝑐𝐵 will be visited immediately

after 𝑐𝑅 in the traversal done in Algorithm 2. For any 𝑖 ∈ R, 𝑖 ≠ 𝑐𝑅 ,
𝑖 will have at most 1 neighbor in B (a neighbor in B can only lie

to its right). So the only possible corner node in R is 𝑐𝑅 . Similarly,

for any 𝑗 ∈ B, 𝑗 ≠ 𝑐𝐵 , 𝑗 will have at most 1 neighbor in R (that

can lie to its left), making 𝑐𝐵 the only possible corner node in B.
Thus, there are at most 2 corner nodes. Finally, if both 𝑐𝑅 and 𝑐𝐵 are

corner nodes, then they must be joined to each other to ensure that

each of them has 2 neighbors in the other subset. And, since there

can be no 𝐶3 in a grid graph, the 2 adjacent corner nodes cannot

share a common neighbor. □

We first give a lemma that will aid us in proving Theorem 5.

Lemma 7. No internal or edge node can be a part of a (1, 1)-
blocking coalition in BP-2 𝑋 .

Proof. For a node 𝑖 to be a part of a (1, 1)-blocking coalition

𝑆 (Definition 5), we must have 𝑢𝑖 ((𝑆,𝑉 \ 𝑆)) > 𝑢𝑖 (𝑋 ) + 1, which
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Figure 2: Partitioning done by Algorithm 2 (L2R) for 𝑘 = 2.

gives𝑢𝑖 (𝑋 ) ⩽ 𝑑 (𝑖) −2 (since the utility of 𝑖 is bounded above by the
degree). This is only possible for corner nodes (Definition 11). □

Proof. (of Theorem 5) According to Theorem 4, BP-2 𝑋 re-

turned by Algorithm 2 is already EF-2. For the sake of contradiction,

suppose a (1, 1)-blocking coalition 𝑆 exists in partition 𝑋 . Using

Lemma 7, we see that only the corner nodes can be a part of 𝑆 ,

which gives |𝑆 | ⩽ 2 (using Observation 3). So any vertex in 𝑆

can have at most 1 neighbor in 𝑆 . Thus, for any 𝑖 ∈ 𝑆 , we have

𝑢𝑖 ((𝑆,𝑉 \𝑆)) ⩽ 1 ⩽ 𝑢𝑖 (𝑋 ) +1, which is a contradiction. This proves

that such a blocking coalition 𝑆 cannot exist, and so the BP-2 re-

turned by Algorithm 2 is both EF-2 and in the (1, 1)-core. □

Discussion: For arbitrary graphs, Li et al. [18] showed that when

𝑘 ⩾ 3, a BP-𝑘 in the (1, 0)-core may not exist, with the graph 𝐶𝑘+1
as the desired counter-example. Since odd cycles can not exist in

GrGs, the same example does not work when 𝑘 is even. So for even

𝑘 , we can instead consider 𝑃𝑘+1 as an instance of a GrG that has

no BP-𝑘 in (1, 0)-core (the same proof works). Thus, for 𝑘 ⩾ 3,

there may be no BP-𝑘 in (1, 0)-core even for GrGs. Li et al. [18] also
raised an open problem about the existence of a BP-2 belonging

to (1, 0)-core in arbitrary graphs. We show that for GrGs, we can
always find such a partition.

Theorem 6. For every 𝐺 ∈ GrG, Algorithm 3 returns a BP-2 that

belongs to (1, 0)-core.

Consider Algorithm 2 (L2R) for 𝑘 = 2, which returns a BP-2

𝑋 . Suppose it is not in the core (otherwise we have the required

partition). Then there exists a blocking coalition 𝑆 in our partition

𝑋 . Let 𝑋 ′ = (𝑆,𝑉 \ 𝑆) be another BP-2. As per Definition 5, for

a node 𝑖 to be a part of 𝑆 , we must have 𝑢𝑖 (𝑋 ′) > 𝑢𝑖 (𝑋 ). Thus,
its utility in 𝑋 ′ must strictly increase over that in 𝑋 . We have the

following lemma.

Lemma 8. No internal node can lie in the blocking coalition 𝑆 as

defined above. Also, if an edge node 𝑗 ∈ 𝑆 , then all of its neighbors

are also in 𝑆 (i.e., 𝑁 ( 𝑗) ⊆ 𝑆).

Proof. An internal node has all neighbors of the same color as

itself, so its utility cannot increase any further. Thus, it cannot be

part of 𝑆 . Suppose an edge node 𝑗 ∈ 𝑆 . Since 𝑢 𝑗 (𝑋 ′) ⩾ 𝑢 𝑗 (𝑋 ) + 1 =
𝑑 ( 𝑗), and the utility of 𝑗 is also bounded above by 𝑑 ( 𝑗), we get

equality here, i.e. 𝑢 𝑗 (𝑋 ′) = 𝑑 ( 𝑗) (all neighbors of 𝑗 are in 𝑆). □

Algorithm 3 CoreL2R: Core Left-to-Right

Input: 𝐺 = (𝑉 , 𝐸) ∈ GrG
Output: BP-2 𝑋 of 𝐺

1: 𝑋 ← L2R(𝐺,𝑘 = 2); // Algorithm 2

2: if noBlocking(𝑋 ) then return 𝑋

3: else

4: 𝑆 = blockingSet(𝑋 ) ; 𝑋 ′ = (𝑆, 𝑉 \ 𝑆)
5: if noBlocking(𝑋 ′) then return 𝑋 ′

6: else

7: 𝑆 ′ = blockingSet(𝑋 ′); return (𝑆 ′, 𝑉 \ 𝑆 ′)
8: end if

9: end if

Proof. (of Theorem 6) If 𝑋 ′ is in core then we have the desired

partition. Otherwise, there is some blocking coalition 𝑆 ′ in 𝑋 ′ as
well. Consider any 𝑖 ∈ 𝑆 ′. There are 2 possible scenarios:

Case 1: 𝑖 ∈ 𝑆 ′ ∩ 𝑆 : then 𝑢𝑖 ((𝑆 ′,𝑉 \ 𝑆 ′)) > 𝑢𝑖 (𝑋 ′) > 𝑢𝑖 (𝑋 ) =⇒
𝑢𝑖 ((𝑆 ′,𝑉 \ 𝑆 ′)) ⩾ 𝑢𝑖 (𝑋 ) + 2. This is only possible for corner nodes,

as only they can have 2 neighbors from the other group in 𝑋 . And,

if a corner node 𝑖 is in 𝑆 ′, then all its neighbors must also be in 𝑆 ′

to ensure the above condition (since 𝑢𝑖 (𝑋 ) = 𝑑 (𝑖) − 2).
Case 2: 𝑖 ∈ 𝑆 ′ ∩ 𝑇 : then 𝑢𝑖 ((𝑆 ′,𝑉 \ 𝑆 ′)) ⩾ 𝑢𝑖 (𝑋 ′) + 1, which

means that 𝑖 must have at least 1 neighbor ∈ 𝑆 so that its utility can
increase from that in 𝑋 ′. Call any such neighbor 𝑗 . As per Lemma 8,

𝑗 cannot be an internal node. If it is an edge node, all its neighbors

will also be in 𝑆 (Lemma 8), which would imply that it cannot have

a neighbor 𝑖 ∈ 𝑇 . So the only option left is 𝑗 being a corner node,

i.e. 𝑖’s neighbors in 𝑆 can only be corner nodes. Since a node cannot

be a common neighbor of two corner nodes (Observation 3), 𝑖 will

have exactly one neighbor in 𝑆 . Thus, to increase the utility of 𝑖 in

(𝑆 ′,𝑉 \ 𝑆 ′), all neighbors of 𝑖 must also be in 𝑆 ′.
In both the cases above, we see that any 𝑖 ∈ 𝑆 ′ must have all its

neighbors also in 𝑆 ′, implying that there is no edge between 𝑆 ′ and
𝑉 \ 𝑆 ′. Then the BP-2 (𝑆 ′,𝑉 \ 𝑆 ′) is in the core, as desired. □

5 CONCLUSIONS AND FUTUREWORK

We design efficient algorithms for approximately envy-free bal-

anced partitions and establish existential results on stable and

Pareto optimal partitions. Our findings raise several key questions:

• Can EF-2 BP-2 be shown to exist in all biconnected graphs

and extended to connected graphs via block-cut trees?

• For arbitrary graphs, can consecutive (1, 0)-blocking coali-
tions (as in Algorithm 3) reach a BP-2 in (1, 0)-core within
O(Δ(𝐺)) steps?
• Does every GrG admit a EF-1 BP-𝑘? We shed more light on

this in the full version [1].

• Can a PO BP-2 from Theorems 2 and 3 be found efficiently,

and can this extend to BP-𝑘 for (𝑘 ⩾ 3)?
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