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ABSTRACT
We introduce a multi-agent simulation framework for modeling
large-scale online social dynamics by combining retrieval-augmented
large language models, generative embedding methods, and collab-
orative filtering. Our approach learns diverse agent embeddings to
capture varying user behaviors and employs a multi-layer percep-
tron for user-content ranking. We compare three strategies—(1) a
generative modeling approach that integrates agent embeddings
and collaborative filtering, (2) an LLM-based method grounded
in historical context, and (3) a reflection-based clustering tech-
nique—and evaluate them on metrics such as comment volume,
tree depth, user engagement patterns, and topic distribution. Re-
sults show that generative embeddings coupled with collaborative
filtering better approximate complex phenomena like localized influ-
encers, specialized subcommunities, and emergent echo chambers.
Moreover, our framework supports policy-driven experimentation
by incorporating social regularizers (cohesion, polarization, and
bias) to simulate scenarios ranging from tightly knit communities
to more balanced, cross-cutting interactions. By integrating large-
scale data with adaptable LLM-driven agents, this work provides
a versatile, data-centric foundation for simulating and analyzing
online social ecosystems at scale.

KEYWORDS
Generative Modeling; Collaborative Filtering; Large Language Mod-
els (LLMs); Social Network Analysis; Agent-Based Simulation; On-
line Community Behavior

ACM Reference Format:
Wen Dong and Fairul Mohd-Zaid. 2025. Simulating and Evaluating Genera-
tive Modeling and Collaborative Filtering in Complex Social Networks. In
Proc. of the 24th International Conference on Autonomous Agents and Mul-
tiagent Systems (AAMAS 2025), Detroit, Michigan, USA, May 19 – 23, 2025,
IFAAMAS, 10 pages.

1 INTRODUCTION
Communities emerge, strengthen, or fragment through a complex
interplay of social, cultural, and technological forces—including
large language models (LLMs), generative AI, and recommendation
systems. As Pariser illustrates in The Filter Bubble [29], personalized
content can deepen polarization by focusing on individual interests
rather than shared narratives: for instance, two users searching
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“Egypt” might see protests versus tourism, revealing divergent real-
ities. On the positive side, tight-knit communities can foster belong-
ing, mutual support, and collective action, as seen in both historical
contexts of print capitalism and modern social movements like
#MeToo and #BlackLivesMatter [2, 57]. However, increased interac-
tion among like-minded groups risks creating echo chambers that
erode critical thinking and distort information [6, 18, 34, 45].

The business models driving many platforms often exacerbate
this dynamic: by maximizing advertising revenue through hyper-
targeted content, they can fragment information ecosystems and
undermine a shared public sphere [8, 10, 28, 42, 46]. Ethically de-
signed social media systems should mitigate these risks by facil-
itating inclusive dialogue, bridging communities, and promoting
critical engagement with information. However, it is challenging to
safely test interventions at scale in real-world platforms. To address
this, we propose a multi-agent simulation architecture that explores
strategies like adjusting content recommendations to connect po-
larized communities or facilitating dialogue to promote empathy
and mutual understanding.

We leverage generative AI—specifically large language models
(LLMs)—to simulate online interactions and analyze policy impli-
cations [1]. Since LLMs have limited context windows, we adopt
retrieval-augmented generation, using vector stores to supply rel-
evant information at each step. We also model agents’ decision-
making as state machines equipped with a suite of extensible micro-
services. Agent behaviors can then be fine-tuned via prompt engi-
neering or gradient-based optimization to capture complex social
phenomena.

Our contributions are threefold: (1) A multi-agent simulation
framework formodeling social media dynamics using LLM-enhanced
agents. (2) Techniques to overcome LLM context constraints via
retrieval-augmented generation and state-based modeling. (3) A
challenge-based evaluation framework and baselines to compare
simulated agent behaviors with real-world patterns. The remain-
der of the paper is organized as follows: Section2 surveys related
research on community dynamics, simulation methods, and LLM-
based modeling. Section3 details our agent-simulation design, in-
cluding architecture and generative components. Section4 describes
the implementation, experimental setup, and evaluation results. Sec-
tion5 concludes the paper.

2 BACKGROUND AND STATE OF THE ART
The impact of personalization algorithms and individual information-
seeking on social networks—particularly their role in forming com-
munities, amplifying divisions, distorting information, and creating
filter bubbles—has been a key theme in research on social cohesion
and polarization. For example, as Eli Pariser illustrates in The Filter
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Bubble, algorithms can isolate users within their own belief systems
[29]. Similarly, in Republic.com 2.0 [45] Cass Sunstein makes a point
that we just really listen and read those who are more or less like us,
our type of democracy may decay even further than it has already.
These dynamics have been analyzed in works such as Santos et al.’s
study [35] on the influence of link recommendation algorithms on
polarization and Liu et al.’s examination of how political typologies
interact with content-based and colaborative filtering recommen-
dation algorithms to shape users’ exposure to diverse content [23].
Creating responsible AI goes beyond addressing immediate ethical
issues like privacy, fairness, and safety [26] — it must also tackle
emergent societal impacts that may not be immediately apparent.

From a statistical physics perspective [9], polarization in opinion
dynamics occurs when agents influence each other more strongly
if they share similar views, leading to homophily-driven extremes
in social networks. Cultural formation arises through imitation
and conformity, where individuals influence one another more if
they already share many beliefs and behaviors, forming cultural
norms. Language formation involves agents negotiating a shared
vocabulary and grammar through repeated, context-rich interac-
tions. Influential models in this domain include the Hegselmann-
Krause model [17] and Axelrod’s Cultural Model [3], both crucial
to understanding social phenomena like polarization and cultural
convergence.

AAMAS has a strong tradition of studying opinion dynamics
through independent agent-based simulations [36, 43, 48, 50]. Re-
cently, there is a surge in using large language models to enhance
agent-based modeling and simulation, expanding the capabilities
of simulations and opening up new applications and research di-
rections.

In much of the existing literature, text serves as a crucial inter-
face for agents’ interactions with their environment and each other.
Game rules, domain-specific knowledge, and contextual instruc-
tions are all embedded in textual formats [37]. As a result, tool
usage [21], environmental observations, multi-modal capabilities,
and inter-agent communication are typically handled through text-
based interactions. This reliance on text as the primary medium en-
ables agents to engage with complex environments flexibly [14, 30].

LLM-enhanced agents are tailored to align closely with human
knowledge and exhibit personalized behaviors, achieved primarily
through prompt engineering and fine-tuning. Prompt engineering
sets the context for the agents’ actions, offering domain-specific in-
structions, background knowledge, patterns for text generation, and
illustrative task examples [30]. Fine-tuning, on the other hand, lever-
ages large-scale domain-specific datasets or directly synthesized
"human feedback" to refine agent responses and decision-making
processes [13, 40].

The design of these LLM-enhanced agents aims to simulate com-
plex behaviors that reflect human cognitive processes. Through
text-based reasoning, they are capable of retaining and utilizing
past experiences (memory) [22, 52, 56], introspecting and adjusting
their behavior based on outcomes (reflection) [15, 39], and carrying
out sequences of interconnected tasks that mimic human planning
and workflows [30, 44]. This development marks a shift towards
creating more dynamic, adaptive simulations that better capture
the complexities of real-world interactions.

Evaluating LLM-enhanced simulations centers on accuracy, ex-
plainability, and ethical considerations. Accuracy is measured at
both the individual and collective levels, often using real-world data
as benchmarks [11, 15]. Explainability requires agents to transpar-
ently justify their actions and decisions [22, 30]. Ethical concerns are
particularly pronounced for LLM-based agents, as their advanced
capabilities pose more significant challenges than traditional agent-
based models, including risks around bias, misuse, and unintended
societal impacts [51].

For example, in the social media domain, an LLM-enhanced
agent has been tasked to generate realistic social networks to model
demographic homophily and address biases, using curated personas
and three prompting methods: global network generation, local
relationship assignment for each persona, and a sequential approach
incorporating evolving network information [11]. LLMs are also
used to simulate social media dynamics by generating content
based on user profiles and evolving contexts. In one study, GPT-
3.5-turbo replicates how users react to and modify messages before
sharing, modeling information spread. Another uses ANES-based
personas to simulate posting, liking, and commenting under varying
exposure scenarios, such as engaging with opposing viewpoints or
popular content [20, 47].

In human-computer interaction, natural language often inter-
faces with the environment via API primitives. One study employs
LLMs to recall experiences, plan, and reflect on behaviors, creating
agents that exhibit long-term coherence in a "The Sims"-like envi-
ronment while interacting with other agents [30]. A key challenge
for future research is managing the vast and evolving set of experi-
ences to maintain authenticity and social dynamics. Other works
task LLMs with decomposing goals into sub-goals and generating
sequences of primitive API calls [56] or autonomously identifying
new goals and writing code to achieve them [52].

We argue that while large language models enhance agents by
enabling perception through language-based communication with
other agents and information retrieval from the environment, and
by heightening reasoning, autonomy, and human-like behavior
through natural language and model heterogeneity, there remain
significant challenges and future work needed to build systems
from data effectively. These include developing generalizable LLM
capabilities to support open platforms for training [49], fine-tuning,
and deploying LLMs across diverse modeling and simulation tasks;
creating techniques for robust and stable simulations that perform
well in unforeseen scenarios and adversarial conditions [53]; and im-
proving the efficiency of scaling up while managing computational
costs. Our methodological work, therefore, focuses on exploring
solutions to these challenges.

3 METHOD
AI can enhance critical thinking by combining semantic and struc-
tural insights: through advanced language models and retrieval-
augmented generation, users can verify claims, explore diverse
perspectives, and detect bias or misinformation. Additionally, net-
work analysis methods—community detection, bridging centrality,
and cross-community interaction metrics—uncover echo chambers
and measure polarization, illuminating how information circulates
across social ecosystems. Together, these tools help users challenge
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Figure 1: A cognitive architecture for LLM-enhanced agents,
illustrating how perception, memory (declarative and pro-
cedural), reasoning, and actuation coordinate for adaptive,
context-aware behavior.

their own assumptions while providing companies and govern-
ments with data-driven metrics to regulate platforms, optimize rec-
ommendations, and implement transparent, evidence-based policies
fostering healthier online discourse. Building on these capabilities,
our method employs three enabling technologies for modeling
agent behavior in LLM-enhanced simulations: a cognitive architec-
ture (§3.1) integrating working memory, reasoning, and extensible
tools, generative modeling of agent behaviors through learned em-
bedding distributions (§3.2), and specialized neural network tools
for tasks such as collaborative filtering and complex analysis (§3.3).

3.1 Cognitive Architecture LLM-Empowered
Agent

Recent advances in large language models have led to richer agent
frameworks that combine multiple memory stores, reflection mech-
anisms, and specialized tools for sophisticated planning and user
support [22, 30, 52]. Building on these ideas, our cognitive archi-
tecture explicitly weaves together LLM Context, Knowledge Store,
Tools, Perception, and Actuation, under a central LLM-based plan-
ner. In doing so, it moves beyond simple chat or rule-based designs
toward an integrated, extensible system that helps users detect mis-
information, analyze diverse viewpoints, and manage information
overload.
• LLM Context (Working Memory): This short-term scratchpad
holds recent inputs and intermediate reasoning steps. Approaches
like chain-of-thought prompting [54] and reflection [38] allow the
agent to generate or refine its reasoning in real time. By monitor-
ing the user’s current discussion thread and any relevant “tools”
outputs (e.g., fact checks), the LLM context enables on-the-fly
critical thinking suggestions.

• Knowledge Store (Long-Term Declarative Memory): Unlike the con-
text buffer, which is ephemeral, the knowledge store persistently
retains broader facts or past experiences—often as embeddings
in a vector database [11, 56]. This supports advanced retrieval-
augmented generation (RAG) for critical thinking tasks: for in-
stance, verifying a claim by retrieving authoritative sources, or
highlighting contradictory evidence from previous sessions. Stor-
ing user models here also helps tailor the difficulty or diversity of
newly recommended viewpoints.

• Tools (Long-Term Procedural Memory): Complex tasks—like senti-
ment analysis, clustering, or claim verification—are offloaded to
specialized modules invoked via function calls. For instance, the
agent might use: Sentiment/Emotion Classifiers to detect loaded

language or manipulative rhetoric, Embedding-Based Clustering to
reveal how the user’s reading history may be overly homogeneous,
flagging a potential echo chamber, Multi-Document Summarizers
to produce short, multi-perspective digests of diverse news arti-
cles, Fact-Check Retrieval Modules to compare user-posted claims
against verified sources or fact-check databases. In each case,
results are returned to the LLM context for explanation or user-
facing summaries [21, 54].

• Perception (Input): Incoming data—social media posts, user ques-
tions, sensor signals—flows into working memory. Although text
inputs remain most common, we can integrate multimodal signals
if accompanied by a tool that translates, say, an image or audio
snippet into textual or semantic form [15]. The planner then de-
cides whether to invoke further analysis (e.g., sentiment detection
on a newly received tweet).

• Actuation (Output): Actuation materializes the agent’s decisions:
it might respond to the user, update a feed-ranking policy, or
highlight contrasting sources to stimulate more balanced thinking.
For example, if the agent’s sentiment tool detects recurring anger
or fear in a user’s news feed, Actuation could prompt, “Would you
like to see alternative perspectives on this topic?” or automatically
inject relevant counter-articles.

• LLM-Based Planning and Reasoning: At the core is the planner,
driven by a large language model [5, 30]. It interprets new percep-
tions, draws on the knowledge store, and selectively invokes tools
to obtain deeper insights—like fact checks or multi-perspective
summaries. This orchestration supports advanced “what-if” anal-
yses. For instance, the agent can simulate how a small group of
“bridge” articles might reduce polarization in a community or
generate a multi-viewpoint summary to prevent one-sided con-
sumption of news.
Figure 1 shows how each module fits into a feedback loop. The

agent first perceives new input (e.g., an article or user request),
which populates the LLM Context. The planner queries the Knowl-
edge Store or calls Tools as needed—whether for embedding-based
clustering, chain-of-thought summarization, or emotional content
labeling. Once the LLM produces a response or recommended ac-
tion, Actuation carries it out. New environmental changes or user
feedback then cycle back as fresh perceptions, fostering iterative
refinement [22, 38].

Empowering Critical Thinking and Diverse Exploration. Crucially,
this architecture is not just for automating tasks; it also aims to
guide the user toward thoughtful engagement. By combining knowl-
edge retrieval, structural analysis (e.g., echo chamber detection),
and multi-perspective content recommendations, the agent can
nudge users to reflect on biases or broaden their exposure with-
out overwhelming them. This mix of short-term reasoning (LLM
context), long-term declarative memory (knowledge store), and
procedural skills (tools) provides a scalable path for delivering in-
teractive, real-time support in tasks such as:
• Flagging Rhetorical Tricks: Use emotion detection and fallacy clas-
sifiers to highlight loaded language and prompt a user to question
its sources.

• Suggesting Contrasting Viewpoints: Dynamically retrieve alterna-
tive takes on a given topic, encouraging a more balanced mental
model.
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• Summarizing Multiple Documents: Help users synthesize conflict-
ing news stories or research papers into a concisemulti-perspective
summary.

Integrations for Policy and Platform Research. The integrated
design paves the way for realistic simulations of user behavior at
scale. Because each agent can replicate real user traits (e.g., strongly
partisan vs. open-minded), platform owners or policymakers can
experiment with new ranking strategies or intervention policies and
assess outcomes in a sandbox before enacting them in the real world.
This aligns with emerging “generative agent” paradigms, where
reflective reasoning and domain-specific tooling work together to
reduce echo chambers and misinformation spread [52].

In summary, our cognitive architecture harnesses LLM-based
reasoning, persistent knowledge, and specialized tools to support
not only automation but also critical thinking and perspective-
taking. It offers a cohesive, extensible foundation for building agents
that guide users toward more informed, balanced, and open-minded
interactions in complex social-media environments.

3.2 Generative Modeling of Agent Behavior
through Learning Embedding Distributions

Recent advances in large language model (LLM) simulations have
significantly expanded themodeling of human-like behaviors across
domains such as social simulations, task automation, and interac-
tive AI [7, 27]. Most state-of-the-art approaches rely on prompt
engineering and supervised fine-tuning to align LLMs with human
values, personalize responses, and support dynamic planning. How-
ever, these methods introduce notable limitations. Supervised fine-
tuning requires carefully annotated data [32], which can be costly
or mirror the biases of its curators [55]. Relying on fixed prompts
and heuristics also reduces agents’ adaptability and stability, risking
errors in ambiguous or novel scenarios. Moreover, agents remain
susceptible to adversarial prompts and out-of-distribution inputs,
undermining their reliability and decision-making in real-world
contexts [31].

To address these limitations, we propose a generative approach
that learns and samples agent embeddings via diffusion models
[19, 41], enabling flexible and probabilistic behavior generation.
Unlike purely language-driven prompting, which depends on care-
fully crafted instructions and fine-tuning, our framework uses
learned distributions over embeddings to capture both content and
agent preferences. First, we generate an embedding that reflects
the agent’s potential behavior. We then rank stored memories by
similarity and feed the top matches back into the LLM, prompting
it to produce contextually relevant actions. For instance:

"The agent has previously exhibited these behaviors
in similar situations: [memory1, memory2, ...,

memory-k]. Generate a new behavior that aligns with
these examples, reflecting the observed patterns."

Because embeddings directly encode behavioral traits, interpola-
tions and adjustments become more natural, reducing reliance on
prompt-specific heuristics and expensive fine-tuning. This process
resembles a recommendation system—linking stored experiences
with ongoing contexts—and robustly handles diverse or novel sce-
narios. Technically, the diffusion model progressively adds noise

to embeddings (forward process) and then removes it (reverse pro-
cess), with a neural network predicting and subtracting this noise.
Learning this distribution allows us to generate and refine embed-
dings in a flexible, data-driven manner, bridging the gap between
static LLM prompting and contextually rich behavior modeling.

The diffusion model can be formulated in various ways. One
common formulation defines the forward process as a stochastic
differential equation (SDE) that introduces noise to an initial noise-
free data point 𝑥0 over time 𝑡 : 𝑑𝑥𝑡 = 𝑓 (𝑡, 𝑥𝑡 )𝑑𝑡 + 𝑔(𝑡)𝑑𝑊𝑡 . Here,
𝑥𝑡 is the noisy data at time 𝑡 , 𝑓 (𝑡, 𝑥𝑡 ) is the drift term (often set
to 0 in diffusion models), 𝑔(𝑡) is the diffusion coefficient, and 𝑑𝑊𝑡

is the Wiener process (standard Brownian motion). A neural net-
work 𝜖𝜃 (𝑥𝑡 , 𝑡), parameterized by 𝜃 , is trained to predict the noise
𝜖𝑡 from the perturbed data 𝑥𝑡 by minimizing the weighted loss::
𝐿(𝜃 ) = E𝑡,𝑥0,𝜖

[
𝜆2 (𝑡) ∥𝜖𝑡 − 𝜖𝜃 (𝑥𝑡 , 𝑡)∥2] , where 𝜖𝑡 is sampled from

a standard Gaussian distribution, and𝑊𝑡 = 𝜆(𝑡)𝜖𝑡 represents the
noise added to 𝑥0 to generate 𝑥𝑡 .

The reverse process is the time-reversed SDE, which reverses
the noise added during the forward process. It is given by 𝑑𝑥𝑡 =[
𝑓 (𝑡, 𝑥𝑡 ) − 𝑔(𝑡)2∇𝑥𝑡 log𝑝𝑡 (𝑥𝑡 )

]
𝑑𝑡 + 𝑔(𝑡)𝑑�̄�𝑡 , where 𝑑�̄� 𝑡 is the

reverse-time Brownian motion, and the score term ∇𝑥𝑡 log𝑝𝑡 (𝑥𝑡 )
is estimated by the neural network 𝜖𝜃 (𝑥𝑡 , 𝑡) trained in the for-
ward process. To generate a sample from the learned distribution
through the reverse process, we start with a noisy embedding
𝑥𝑇 ∼ N(0, 𝐼 ) and solve the reverse-time SDE using numerical
techniques (e.g., Euler-Maruyama) to recover 𝑥0, 𝑥𝑡−Δ𝑡 = 𝑥𝑡 −[
𝑓 (𝑡, 𝑥𝑡 ) − 𝑔(𝑡)2𝜖𝜃 (𝑥𝑡 , 𝑡)

]
Δ𝑡 + 𝑔(𝑡)

√
Δ𝑡𝑧, where 𝑧 ∼ N(0, 𝐼 ). One

drawback of diffusion model is that sampling from the reverse pro-
cess is slow due to that many discrete-time steps are required. One
solution to accelerate the sampling process is to use the correspond-
ing probability flow ODE, 𝑑x =

[
f (x, 𝑡) − 1

2𝑔(𝑡)
2∇x log 𝑝𝑡 (x)

]
𝑑𝑡

whose trajectories have the same mariginal probability density
𝑝𝑡 (x). The likelihood of the data, 𝑝0 (𝑥), can be computed via the
probability flow ODE formulation and the change-of-variable for-
mula as log 𝑝0 (x(0)) = log𝑝1 (x(1))− 1

2
∫ 1
0

𝑑 [𝑔2 (𝑡 )]
𝑑𝑡

div 𝑠𝜃 (x(𝑡), 𝑡)𝑑𝑡
Here, divergence term can be efficiently estimated using the Skilling-
Hutchinson estimator div 𝑠𝜃 (x(𝑡), 𝑡) = E𝝐∼N(0,I)

[
𝝐⊤ 𝐽𝑠𝜃 (x(𝑡), 𝑡)𝝐

]
.

To learn the generative model of the embeddings from learning
the diffusion dynamics 𝜖𝜃 (𝑥𝑡 , 𝑡), we use a multi-layer perceptron
(MLP) with layer normalization for stability and enhanced training
dynamics.

• Time Embedding: The time step 𝑡 is encoded into a high-dimensional
vector 𝑒 (𝑡) using either sinusoidal functions (like in Transformer
models) or a learned embedding. This embedding is concatenated
or added to the hidden state at the input and hidden layers to
ensure temporal context is integrated throughout the network.

• Input Layer: The concatenated vector of 𝑥𝑡 and 𝑒 (𝑡) forms the
input, allowing the network to leverage both data and temporal
information.

• Hidden Layers: A series of fully connected layers follow, each
with layer normalization and a non-linear activation (e.g., ReLU
or GELU). The hidden layers transform 𝑥𝑡 and 𝑒 (𝑡), learning their
complex relationships.

• Output Layer: The network produces the noise component 𝜖𝜃 (𝑥𝑡 , 𝑡),
which guides the reverse diffusion process for generating realistic
samples.
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The network architecture can be represented as 𝜖𝜃 (𝑥𝑡 , 𝑡) =

MLP ( [𝑥𝑡 ; 𝑒 (𝑡)]), where 𝑒 (𝑡) is the time embedding, ensuring tem-
poral information is integrated throughout the MLP. By utilizing
this architecture, the network gains the ability to dynamically adapt
its predictions based on the temporal state 𝑡 , providing context-
aware outputs that are crucial for the diffusion process.

For the forward SDE, we use 𝑑x = 𝜎𝑡𝑑w, where 𝜎𝑡 scales
the noise applied at time 𝑡 through a Wiener process 𝑑w. The
conditional distribution 𝑝0→𝑡 (x(𝑡) | x(0)) is Gaussian, given by
N

(
x(𝑡); x(0), 1

2 log𝜎 (𝜎
2𝑡 − 1)I

)
. The weighting function for the

loss in the noise model is 𝜆(𝑡) =
√︃

1
2 log𝜎 (𝜎2𝑡 − 1). The reverse-

time SDE is consequently 𝑑x = −𝜎2𝑡∇x log𝑝𝑡 (x)𝑑𝑡 + 𝜎𝑡𝑑w, and its
corresponding probability flow ODE is 𝑑x

𝑑𝑡
= −𝜎2𝑡𝑠𝜃 (x, 𝑡).

By conditioning on certain contexts or modifying the noise level,
embeddings can be sampled or interpolated between behaviors,
allowing controlled generation of agent actions. This flexibility
can be critical in modeling coherent transitions in agent behavior
over time. This structure provides a concise way to model the
generation of agent behavior in embedding space, guided by the
learned distributions.

3.3 Integration of Neural Network Tools in
LLM-Enhanced Agents

While LLMs excel at language-based tasks, they encounter limi-
tations when intricate computation, dynamic adaptation, or real-
time interaction are required. Tools, particularly neural networks
designed for specific tasks, provide complementary functionality
beyond the text-based scope of LLMs. For instance, specialized neu-
ral network models can simulate complex environments, perform
probabilistic computations, or analyze structured data that would
be challenging to handle through prompts alone.

Integrating tools via function calls extends LLM capabilities, such
as data classification or embedding generation, acting as modular
plugins without altering the core architecture. Neural network tools
can be continuously trained and updated independently, aligning
with MLOps principles. Within LLM cognitive architectures, these
tools function as procedural memory, handling specific tasks while
the LLM focuses on higher-level reasoning and planning.

This dual system, where the LLM manages high-level reason-
ing and tools provide specialized, adaptable functionality, balances
generalization and stability. The agent can operate across various
domains, with the neural network tools being retrained and opti-
mized as needed without disrupting the core language model. This
modularity is crucial for developing robust agent behavior, allow-
ing iterative improvement and adaptability in response to evolving
simulation scenarios and complex environments.

Deep MLP for Predicting User Vote. To model whether a Reddit
user will submit or comment on specific content, a deep multi-
layer perceptron (MLP) architecture is used. This network uses
user embeddings and content embeddings as inputs, producing
a probability score indicating potential user interaction with the
content. The key components of the architecture are:

• User Embedding Layer: A learnable embedding vector represent-
ing user features (e.g., user history, preferences).

• Content Embedding Layer: A learnable embedding vector rep-
resenting the features of the content (e.g., topic, style, previous
engagements).

• Hidden Layers: A series of fully connected layers with non-linear
activation functions (ReLU or GELU), and layer normalization to
stabilize training.

• Output Layer: A sigmoid activation function produces a proba-
bility score indicating whether the user will interact (submit or
comment) with the content.

The network is trained to minimize cross-entropy loss between
predicted interaction scores and actual user behavior. The approach
draws inspiration from collaborative filtering in recommendation
systems [12, 33], predicting user-content relationships similar to
user-item predictions. By incorporating non-linearities, the model
captures complex user preferences and interactions more effec-
tively.

However, unlike conventional recommendation system research
which focuses on optimizing predictive accuracy, this model empha-
sizes policy research and agent behavior simulation. The simplified
MLP structure aids in realistic agent simulation and analysis with-
out the complexities of cutting-edge recommendation algorithms,
making it easier to integrate into LLM-enhanced agent frameworks
for studying polarization and social dynamics.

4 EXPERIMENT
To explore the dynamics of online communities and their behaviors,
we use Reddit as a representative platform due to its diverse range
of user interactions and content-sharing practices. Reddit was cre-
ated as the "front page of the Internet," where users share content
in subreddits based on interests (e.g., r/science, r/gaming). An
upvote/downvote system ranks posts, with visibility driven by user
engagement. With 73.1 million daily users, Reddit primarily serves
for entertainment (72%), news (43%), brand following (17%), and
networking (13%). Popular subreddits like r/funny, r/AskReddit,
r/gaming, and r/worldnews drive significant activity, offering a
rich space for studying social dynamics.

4.1 Reddit Dynamics and Structure
Reddit [4] exhibits a highly complex structure that operates on
both macroscopic and microscopic levels. At the macroscopic level,
the platform consists of a fractal-like network of trees and clusters,
with r/AskReddit as the central hub. Surrounding this central hub
are various subhubs, and further surrounding these subhubs are
smaller, specialized hubs. Together, these top 200 subreddits, out
of a total of 30,000, account for nearly half of all Reddit users and
their interactions. This concentration of activity provides shared
experiences and a sense of community for a significant portion of
Reddit users.

If we examine these co-visiting patterns (Fig. 2a and Fig. 2b),
we can already observe signs of information filtering and interac-
tion dynamics. For instance, within the baseball cluster (Fig. 2b),
subreddits such as r/Braves, r/Cardinals, r/NewYorkMets, and
r/NYYankees form separate information bubbles. Although these
subreddits do not interact directly with one another, they con-
verge in larger baseball-focused communities like r/baseball and
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Undirected Graph of k−Nearest Neighbors (Covisit) with Hub Hierarchy
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Figure 2: The macroscopic structure at the Reddit level, the microscopic structure of subreddit comment trees, and the
distribution of topics among top subreddits. (a) Co-visiting patterns with subreddit hubs. (b) Covisit matrix showing clusters
of shared visits. (c) Violin plots illustrating subreddit comment tree depth and breadth. (d) Topic Clusters showing semantic
groups of submissions. (e) Topics Heatmap illustrating thematical overlapping across top-10 subreddits.

r/fantasybaseball. Similarly, patterns suggest that teenagers en-
gage more with meme culture and fandom worlds than with sub-
reddits centered around politics or relationships.

At the microscopic level, we observe a similar concentration of
activity. Out of the millions of submissions posted daily, only a few
thousand manage to capture half of the users’ attention through
comments and views, generating shared experiences. In essence,
most of the submissions are peripheral, just as most subreddits are
either niche or non-essential, much like real-world social interac-
tions. Within each subreddit, the interaction patterns, as reflected in
the structure of comment trees (Fig. 2c), vary significantly. The size,
depth, and branching of these trees indicate different levels of en-
gagement—some trees are wide and shallow, representing broad but
superficial interactions, while others are deep with high branching
factors, indicating more involved and intense discussions.

This fractal structure—both at the platform level and within indi-
vidual subreddits—suggests that a few highly active subreddits and
posts drive much of the shared experience on Reddit, creating both
cohesive communities and isolated information bubbles. Through
our analysis, we show how Reddit’s complexity can be measured
and managed, allowing us to identify important patterns in user
interaction and information dissemination.

In addition to Figures 2a–2c, Figures 2d and 2e illustrate how
embedding-based methods, combined with dimension reduction
and clustering, reveal coherent thematic groupings in a single day of
Reddit submissions. In Figure 2d, Uniform Manifold Approximation
and Projection [25] projects large language model (LLM) embed-
dings into two dimensions, followed by Hierarchical Density-Based
Spatial Clustering of Applications with Noise [24], with the LLM
automatically labeling the resulting clusters (e.g., sports or poli-
tics). Meanwhile, Figure 2e uses the Google Cloud Platform Natural
Language Processing application programming interface [16]—also
driven by language-model embeddings—to classify submissions
into the top topics across the ten most-commented subreddits, high-
lighting distinct coverage and overlap. These techniques help users
break out of narrow “filter bubbles,” fostering a more inclusive
Reddit experience.

Incorporating sentiment analysis indicates that subreddits fo-
cused on lighthearted or encouraging themes (for instance, r/aww
and r/wholesomememes) generally maintain a positive overall tone,
while those centered on conflict or venting (e.g., r/entitledparents
and r/unpopularopinion) tend toward more negative sentiments.
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By integrating sentiment analysis with structural and language-
based approaches, both platforms and researchers can more ef-
fectively detect tightly insulated echo chambers and direct users
toward broader, multi-perspective information sources.

4.2 Implementation
In this experiment, we develop a framework to simulate Reddit-like
agent interactions using generative models and a recommendation
system to replicate real-world behaviors.

The preparation phase focuses on training generative models
for content and user embeddings to capture interaction diversity.
Using PaLM 2, we compute text chunk embeddings (e.g., titles,
comments) and represent each user embedding as the mean of their
textual contribution embeddings. A diffusion model is trained to
produce both content and user embeddings, capturing latent social
dynamics. Additionally, a recommendation system modeled as a
multi-layer perceptron (MLP) is trained to score content relevance
for users. This MLP uses both user and content embeddings as
inputs, with regularization terms to balance cohesion, polarization,
and diversity.

During simulation, agents are initialized with embeddings gen-
erated by the user diffusion model. The context (e.g., time of day)
determines whether an agent will submit new content or interact
with existing content. If submitting, a content retrieval step selects
candidate text chunks from a vector store, and an LLM generates
a new post based on these examples. If commenting is favored, a
personalized content feed is ranked by the MLP, and the agent’s
decision to comment, upvote, or downvote is driven by sentiment
and the recommendation score.

For computational efficiency, interactions are generated in batches
within short 10-minute windows. This manages memory and pro-
cessing constraints but may limit interaction depth in real-time.
Simulation quality is assessed by comparing generated content
trees’ properties (e.g., size, depth) with real data. In policy research
applications, the framework supports modifying recommendation
regularization terms to influence cohesion and polarization.

The algorithm pseudocode is given in Alg. 1. This implementa-
tion efficiently simulates Reddit-like interactions through agent-
based modeling, generative content generation, and personalized
recommendations, allowing for exploration of social dynamics in a
scalable manner.

4.3 Evaluating Social Simulation Fidelity
In our evaluation, we focus on two key statistics: total comments
and maximum depth of comment trees. Total comments reflect the
overall level of user engagement, while maximum depth shows how
deeply users engage in discussions, with deeper trees indicating
more substantial back-and-forth interactions. Tomake thesemetrics
more representative of the interaction dynamics, we use weighted
statistics where the weight of each submission is proportional to
the number of comments it receives. This ensures that the most
active and visible discussions, which contribute more significantly
to the community’s experience, are appropriately emphasized in
the evaluation.

To evaluate performance, we compare three simulation scenar-
ios. First, Prompt Only uses a large language model (LLM) that

Algorithm 1 Simulation of Agent Interactions on Reddit
1: Input: User embeddings, content embeddings
2: Train generative models for user/content embeddings
3: Train recommendation model (MLP) using embeddings
4: Initialize agents with embeddings from user diffusion model
5: for each time window 𝑡𝑤 do
6: for each agent 𝑎 in agents do
7: if should_submit(𝑎, 𝑡𝑤 ) then
8: Retrieve example submission 𝑠 from vector store
9: Generate new submission 𝑠 with LLM based on 𝑠

10: Submit 𝑠 as new content
11: else
12: Obtain personalized feed 𝐹 for 𝑎 via MLP
13: Rank content in 𝐹 based on recommendation score
14: Decide comment/upvote/downvote on content
15: Generate response using LLM and post
16: end if
17: end for
18: if end of batch processing then
19: Flush data to storage
20: end if
21: end for
22: Evaluate simulation against real-world data
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right panel shows maximum comment tree depth. Subreddit
sizes reflect total interactions, with distinct shapes for the
top 5. Points near the diagonal indicate higher prediction
accuracy.

generates responses based on similar examples retrieved through
semantic search in a vector store, reflecting a few-shot learning
approach. The LLM predicts user engagement and submission be-
havior directly from these examples, with predictions averaged
across multiple rounds. Second, Memory + Reflection improves
upon the first approach by prompting the LLM to reflect on engage-
ment patterns hierarchically, allowing it to abstract themes and
save those insights for future interactions. This reflection-based
approach helps the LLM contextualize why certain topics gather
more user interaction. Lastly, ML Tools employs a deep neural
network, as described in our method section, which serves as a
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more numerically precise collaboration filter. This network cap-
tures the complexities of user-content interactions in a way that
the LLM alone cannot, allowing for more accurate predictions of
both engagement levels and discussion depth.

The comparison of the three simulation approaches (Fig. 3) shows
that the "Prompt Only" method underperforms, particularly in pre-
dicting deeper interactions and engagement levels, especially for
larger subreddits. The "Memory + Reflection" approach improves
prediction accuracy by abstracting from examples, but still struggles
with deeper discussions. The "ML Tools" method, which integrates
a neural network alongside the LLM, performs best, accurately cap-
turing both total comments and interaction depth across a variety
of subreddits. This highlights the advantage of combining LLMs
with specialized tools to simulate more realistic and complex social
behaviors.

4.4 Modeling Cohesion, Polarization, and Bias
We incorporate cohesion, polarization, and bias as core social dy-
namics in training a multi-layer perceptron (MLP)-based recom-
mendation system. By treating these dimensions as regularization
terms, we explore how varying content recommendations affect
user engagement, community clustering, and exposure diversity,
thereby offering a flexible platform for policy research. Specifically:
• Cohesion measures how closely users in the same community
connect and share interests. In network terms, it is indicated by
the density of connections among frequently interacting users; se-
mantically, it reflects similarity in user embeddings. High cohesion
suggests a tightly knit group with shared narratives.

• Polarization reflects how sharply users split into opposing com-
munities with minimal cross-group contact. On the network side,
it appears as high modularity (well-separated clusters); semanti-
cally, it manifests as divergent topic distributions, with each group
consuming content aligned with its stance.

• Bias represents the skew in a user’s content exposure toward
existing beliefs. Network bias is how often a user’s feed matches
their current views, and semantic bias is measured by alignment
between content and the user’s embedding. High bias indicates an
echo-chamber environment that continuously reinforces familiar
perspectives.
Our approach uses a “policy” collaborative filter that builds on a

baseline filter trained to reflect real-world data. We gather training
examples from simulated interactions, where each agent’s behav-
ior is shaped by learned embeddings (e.g., from a diffusion model)
and the policy filter’s recommendations. During each update, the
policy filter balances standard engagement accuracy with cohesion,
polarization, and bias targets by including these social metrics in
its loss function. This continuous learning loop refines recommen-
dations to achieve desired outcomes—such as increasing content
diversity or strengthening in-group bonding—while still aligning
with observed user behavior.

Adjusting the regularization weights in the policy filter allows us
to simulate interventions ranging from promoting cross-community
exposure to mitigating echo chambers. For instance, reducing bias
magnifies the variety of content users receive but can dilute intra-
community cohesion. These controlled experiments reveal trade-
offs among engagement, cohesion, polarization, and bias, offering

Table 1: Comparison of social metrics across regularization
settings in the MLP model. Network and semantic cohesion,
polarization, and bias are compared. The baseline model has
no regularization, while the other columns show the impact
of specific regularization techniques.

Metric Baseline +Cohesion -Polarity -Bias
Connection Density 0.40 0.55 0.48 0.42
Embedding Similarity 0.30 0.45 0.40 0.32
Modularity 0.65 0.58 0.42 0.63
Topic Divergence 0.60 0.52 0.40 0.57
Content Alignment 0.75 0.70 0.68 0.55
Engagement Acc (%) 85% 83% 81% 84%

insights for platform designers and policymakers interested in shap-
ing healthier or more inclusive online communities.

In Table 1, the base model demonstrates lower cohesion and
higher modularity, indicating more fragmented interactions. When
cohesion is emphasized, users cluster more tightly; however, polar-
ization also increases as groups become more insular. Incorporating
bias regularization reduces overexposure to similar content, which
decreases user bias and slightly improves engagement accuracy,
striking a balance between social cohesion and diversity. These
findings indicate that by affecting the balance of social metrics
in the recommendation model, we can manipulate the structure
and behavior of online communities, offering a valuable tool for
studying and potentially mitigating the effects of echo chambers
and polarization on social media platforms.

5 CONCLUSIONS AND DISCUSSIONS
We introduced a multi-agent simulation framework that integrates
large language models, generative embeddings, and collaborative
filtering to capture Reddit-style social dynamics at scale. This ap-
proach employs retrieval-augmented generation to adapt LLMs
for domain-specific tasks, handle large corpora, and focus on com-
plex social contexts. By comparing generative agents against sim-
pler baselines, we showed how trainable neural network com-
ponents can balance user engagement with broader policy goals
(e.g., curbing echo chambers). Our results highlight three key in-
sights: (1) popularity emerges from the interplay of content, au-
dience, and influencers; (2) shared experiences coalesce into dis-
tinctive community identities; and (3) flexible deep-learning mod-
ules allow continuous adaptation to large, evolving datasets. The
complete source code and documentation are publicly available
at https://github.com/wendongml/LLM-SocSim, facilitating fur-
ther research on simulating social media interventions and evaluat-
ing complex policy scenarios.

DISCLAIMER
The views expressed are those of the authors and do not reflect the
official guidance or position of the United States Government, the
Department of Defense or of the United States Air Force.

The content or appearance of hyperlinks does not reflect an
official DoD, Air Force, Air Force Research Laboratory position or
endorsement of the external websites, or the information, products,
or services contained therein.
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