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ABSTRACT
We propose an integration of epistemic logic with reinforcement
learning via a semantics that uses the concept of belief bases. In our
framework, an agent’s subjective state is identified with their be-
lief base, which captures the agent’s personal representation of the
environment.The agent’s subjective state is distinguished from the
global state, which captures the overall information about the en-
vironment and about the agent’s belief base from an external per-
spective. We instantiate the concepts of global state and subjective
state in Partially-Observable Markov Decision Process (POMDPs),
defining so-called Belief Base POMDPs (BB-POMDPs).

We show that in our epistemic framework, we can use the beliefs
of the learning agent to formalize and implement a natural form
of shielding, which prevents agents from performing actions that
are not known to be safe. Our implementation of shielding relies
on a model-checking algorithm to automatically verify whether a
given fact is deducible from the agent’s belief base.

We perform a case study of model-free reinforcement learning
on a simple wumpus scenario, using a variant of Q-learning on
the agent’s subjective states, using the agent’s beliefs for reward
shaping and shielding. In particular, our experiments show that
our version of shielding can successfully protect the agent from
harm while improving the utility of the learned policy.

CCS CONCEPTS
• Computing methodologies → Reinforcement learning;
Partially-observable Markov decision processes; Reasoning
about belief and knowledge.
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1 INTRODUCTION
The need for an integration of machine learning (ML) and knowl-
edge representation has been largely emphasized in the artificial
intelligence (AI) community. According to Valiant [40], a key chal-
lenge for computer science is to come up with an integration of
the two most fundamental phenomena of intelligence, namely, the
ability to learn from experience and the ability to reason fromwhat
has been learned. The present paper is focused on the integration
of epistemic logic and reinforcement learning (RL), with the aim
of combining an agent’s capacity to perform deductive reasoning
with the capacity to learn the expected value of an action executed
at a given state based on their past experiences.

Our integration is between partially-observable Markov deci-
sion processes (POMDPs) and epistemic logic. This is a natural
move given their common focus on modeling an agent’s uncer-
tainty about the environment, while Markov decision processes
(MDPs) suppose the environment is fully observable and the agent
has no uncertainty about it. Our integration relies on a formal lan-
guage for representing the learning agent’s explicit and implicit
beliefs. While explicit beliefs correspond to the information in the
agent’s belief base, implicit beliefs are all facts that the agent can
deduce from their belief base.

Example 1. Consider a simplified version of the Wumpus World
[42] on a grid of size 𝑛 × 𝑛 (see Figure 1). The agent starts at the
bottom left corner of the grid. The goal is for the agent to reach
the upper right corner. At each step, the agent has the following
movement actions available: Up, Down, Right, Left, and Noop. It
is not possible to move out of the grid: for example, if the agent is
at the bottom of the grid, Down has the same effect as Noop.

The grid contains a fixed number of wumpuses, which is known
to the agent. However, their locations are initially unknown.Wum-
puses do not move and the agent knows that they are static. If the
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Figure 1: Our simplified Wumpus World. The agent in the
bottom left corner has to reach the goal in the top right cor-
ner. They cannot see the wumpus, but they can smell the
wumpus if they are standing on an adjacent cell.

agent moves into a cell occupied by a wumpus, the agent dies and
the game is over. However, wumpuses have an offensive smell,
which can be noticed at the cells adjacent to the wumpus. If the
agent moves to such a cell, they get the explicit belief that there is
a smell at that cell. If the agent moves to a cell that is not adjacent
to a wumpus, they get the explicit belief that there is no smell at
that cell. The agent can use these explicit beliefs to infer implicit
beliefs, such as the belief that there is a wumpus (or that there is
no wumpus) on a particular cell.

The language will be interpreted by means of a semantics which
exploits belief bases. The idea of using belief bases as a formal se-
mantics for representing epistemic attitudes of agents and for in-
terpreting epistemic languages was developed in recent work by
Lorini et al. [22, 24, 27–29]. The major advantage of this semantics,
compared to the traditional semantics based on so-called multi-
relational Kripke models [16], is its succinctness, which makes it
well-suited for formal verification in real applications.

The first level of our integration will consist in adding informa-
tion about the agents’ explicit beliefs to the state description of
POMDPs. This is a crucial step since an action of the agent could
modify not only the environment but also their own beliefs. For ex-
ample, an agent called Ann may perform the action of convincing
another agent called Bob that it is sunny outside, which results
in Ann explicitly believing that Bob explicitly believes that it is
sunny outside. The second level of integration will consist in ex-
ploiting the agent’s inferential capability offered by the epistemic
logic for discarding those actions that, according to the agent’s im-
plicit beliefs (i.e., what the agent can infer), violate certain norms
or constraints if they are executed in a given state. The agent will
not need to learn the value of those actions, but they will simply
exclude them from the action selection process. This action dis-
carding mechanism is close to the notion of shielding [2]. In or-
der to achieve the integration at the implementation level and not
simply at a conceptual level, we will combine a Q-learning algo-
rithm with a model checking algorithm for the epistemic language.
We will show experimentally in a simple wumpus scenario that
this integration of reinforcement learning with epistemic reason-
ing throughmodel checking improves the agent’s learning process,
by making it obtain a higher utility in the long term.

The contributions of the paper are the following.

(1) We define a relevant model checking problem that can be
used for RL. We identify a sufficiently expressive fragment
of the logic of belief bases that makes model checking still
efficient in practice. We show that our model checking prob-
lem is Θ2-complete and give an efficient algorithm.

(2) We define the notion of Belief Base POMDPs (BB-POMDPs).
They are an instantiation of standard POMDPs, and are de-
fined with logical formulas.

(3) We conduct a case study, showing that reward shaping and
shielding based on the belief of the learning agent (specified
by logical formulas) can be useful in practice.

Impact for epistemic logic. Currently, the main use of epistemic
logic is epistemic planning, where the agents plan the next actions
taking into accountmental states [10, 21, 38].While epistemic plan-
ning is undecidable in general [4], fragments with a lower complex-
ity have been identified [5, 6, 8, 13, 14, 30]. Reinforcement learning
can be seen either as a new tool to copewith the complexity of epis-
temic planning, or as a way for the agent to do model-free learning.

Impact for RL. This paper offers a simple integration of an epis-
temic logic with both explicit and implicit beliefs, into reinforce-
ment learning. It allows the modeling of environments where we
distinguishwhat the agents explicitly believe andwhat they implic-
itly believe. Our approach also allows us to specify expert knowl-
edge, which the agent can use to make inferences. As far as we
know, this approach is not possible with traditional approaches in
RL. Finally, we can leverage implicit beliefs to implement a form
of shielding by model checking.

Outline. The paper is organized as follows. In Section 2 we dis-
cuss the related work. In Section 3 we recall the setting of be-
lief bases given by Lorini [24]. In Section 4, we present the re-
sults about the model checking problem. In Section 5, we define
so-called Belief Base POMDPs. In Section 6, we present the experi-
mental results. In Section 7, we conclude.

2 RELATEDWORK
Model Checking for POMDPs. Model checking in the context of

POMDPs has traditionally focused on policy synthesis under prob-
abilistic constraints. Bouton et al. [7] explored the use of Point-
Based Value Iteration (PBVI) for maximizing the satisfaction of lin-
ear temporal logic (LTL) formulas in POMDPs. De Giacomo et al.
[11] introduced the concept of restraining bolts as a method for en-
forcing constraints on reinforcement learning agents through ex-
ternal logical specifications. Unlike traditional RL settings, where
constraints are directly incorporated into the environment or re-
ward function, the restraining bolt operates separately, using LTLf
(LTL on finite traces) formulas to guide the agent’s learning pro-
cess. The idea of restraining bolts is different from ours insofar as
we disallow actions that do not comply with the epistemic logic
specification, while they use a reward shaping mechanism to pro-
mote the compliance with the LTLf specification. Their approach
was extended by Neufeld et al. [33] with deontic concepts.

Bayesian RL. Bayesian Reinforcement Learning provides a pow-
erful framework for managing uncertainty by maintaining a prob-
ability distribution over hidden states. Bayesian RL methods are
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often challenged by scalability and the complexity of integrating
sophisticated knowledge into the learning process, as noted by
Nguyen et al. [34]. In contrast, our framework simplifies the in-
corporation of expert knowledge through common ground rules.
By allowing the agent to infer knowledge via logical deductions,
our method makes expert knowledge integration straightforward,
offering a tractable approach for real-world applications.

Epistemic MDPs. EpistemicMarkov Decision Processes focus on
information-gathering actions in static environments, where the
agent’s goal is to refine its belief state without altering the physical
state of the world. Epistemic MDPs, as explored by Sabbadin et al.
[36], are computationally demanding, with policy existence being
PSPACE-complete for short-horizon problems.

Building on the idea of belief refinement, Araya-López et al. [3]
introduced belief-dependent POMDPs (𝜌POMDPs) as an extension
of POMDPs where rewards depend on the agent’s belief state. This
extension allows for optimizing policies in environments where
reducing uncertainty or gaining information is crucial.

While the philosophical foundations of our approach align with
EMDPs and 𝜌POMDPs in terms of focusing on the agent’s beliefs,
our method avoids the complexity of maintaining probabilistic be-
liefs. Our beliefs are encoded in the states, allowing us to usemodel-
free RL, which is not possible in EMDPs and 𝜌POMDPs. Still, we
can specify rewards based on the agent’s beliefs.

Deep RL. Recent advances in deep reinforcement learning for
POMDPs often rely on memory-based architectures, such as Long
Short-TermMemory (LSTM) networks, to retain past observations
[17, 18, 31, 32]. In contrast, our approach uses the belief base con-
structed from the history of these interactions, effectively serving
as a function of past experiences and observations.

3 BACKGROUND ON BELIEF BASES
In this section, we describe how to represent states that model both
facts about the real world and the explicit beliefs of the agent. For
this purpose, we rely on Lorini’s belief base semantics for epistemic
logic [24].1

3.1 States and Explicit Beliefs
We consider a countable set of propositions denoted by Atm0 =
{𝑝, 𝑞, . . .} and a finite set of agents Agt. We then define the follow-
ing language L△ for explicit beliefs:

𝛼 ::= 𝑝 | ¬𝛼 | 𝛼 ∧ 𝛼 | △𝑖𝛼,
where 𝑝 ranges over Atm0, and 𝑖 ranges over Agt. For all 𝛼 ∈ L△ ,
𝑖 ∈ Agt, the construction △𝑖𝛼 is called an epistemic atom and is
read ‘agent 𝑖 explicitly believes 𝛼 ’. The set of epistemic atoms is
denoted by EpAtm. We define Atm = Atm0∪EpAtm to be the set of
atoms (propositions and epistemic atoms). We denote by Atm(𝛼)
and EpAtm(𝛼) all atoms and epistemic atoms occurring in some
formula 𝛼 .

Definition 2. A state is a valuation 𝜎 ⊆ Atm.

1We warn the reader that we use a different notation from the one used in [24]. In the
original belief base semantics, the agents’ belief bases were distinguished from the
propositional valuation. In our current formulation, we use a single valuation that is
used to interpret both propositions and epistemic atoms.

Example 3. In state 𝜎 = {𝑝, 𝑟, △1𝑝, △2𝑞}, 𝑝 is true, 𝑞 is false, 𝑟 is
true, agent 1 explicitly believes 𝑝 and agent 2 explicitly believes 𝑞,
and there is no other explicit belief.

Assuming Atm is fixed, we denote the set of all states by Σ. For-
mulas of L△ are interpreted relative to a state 𝜎 using the seman-
tics of classical propositional logic:

𝜎 |= 𝑥 if 𝑥 ∈ 𝜎 for 𝑥 ∈ Atm,
𝜎 |= ¬𝛼 if 𝜎 ̸ |= 𝛼,

𝜎 |= 𝛼1 ∧ 𝛼2 if 𝜎 |= 𝛼1 and 𝜎 |= 𝛼2 .

Definition 4. The belief base of agent 𝑖 at a state 𝜎 is defined as
𝐾𝑖 (𝜎) = {𝛼 ∈ L△ | △𝑖𝛼 ∈ 𝜎}.

Example 5. Let 𝜎 = {𝑝, △1𝑝, △1𝑞, △2𝑟 } be a state. This means that
𝑝 is true, agent 1 explicitly believes 𝑝 , explicitly believes 𝑞 and
agent 2 explicitly believes 𝑟 . We have 𝐾1 (𝜎) = {𝑝, 𝑞}. While the
real state is 𝜎 , agent 1 sees {𝑝, 𝑞}. That is, the agent believes 𝑝 and
falsely believes 𝑞. We have 𝐾2 (𝜎) = {𝑟 }.

3.2 Implicit beliefs
The agents’ explicit beliefs induce a doxastic accessibility relation
on the set of states. In particular, agent 𝑖 considers state 𝜎′ possible
at state 𝜎 (written 𝜎R𝑖𝜎′) if they have the same belief base in both
𝜎 and 𝜎′, and all formulas 𝛼 believed by 𝑖 in 𝜎 are true in 𝜎′.

Definition 6. The doxastic accessibility relation for agent 𝑖 is R𝑖 ⊆
Σ × Σ such that

𝜎R𝑖𝜎′ iff 𝐾𝑖 (𝜎) = 𝐾𝑖 (𝜎′) and ∀𝛼 ∈ 𝐾𝑖 (𝜎), 𝜎 ′ |= 𝛼.

Example 7. Let 𝜎 = {△𝑖𝑝} and 𝜎′ = {△𝑖𝑝, 𝑝}. We have 𝜎R𝑖𝜎′
because 𝐾𝑖 (𝜎) = 𝐾𝑖 (𝜎′) = {𝑝} and 𝑝 ∈ 𝜎′. We do not have 𝜎′R𝑖𝜎
because 𝑝 ∉ 𝜎 .

Following Lorini [22, 24], we can use this to extend the lan-
guage L△ with an implicit belief modality □𝑖 , capturing what the
agent can infer from the information in its belief base. The result-
ing language L□ is defined by the following grammar:

𝜑 ::= 𝛼 | ¬𝜑 | 𝜑 ∧ 𝜑 | □𝑖𝜑,
where 𝛼 ranges over L△ . The construction □𝑖𝜑 is read ‘agent 𝑖
implicitly believes 𝜑 ’.

Formulas from L□ are interpreted with respect to a belief base
𝜎 and a set of belief bases𝑈 (which we call context or universe). In-
tuitively,𝑈 is the set of states that are compatible with the agents’
background information.This corresponds to the notion of common
ground in epistemic logic and linguistics [39]. Truth is defined in-
ductively on formulas as follows (Boolean cases are omitted, since
they are interpreted in the usual way):

𝑈 , 𝜎 |= □𝑖𝜑 if ∀𝜎′ ∈ 𝑈 , if 𝜎R𝑖𝜎′ then𝑈 , 𝜎 ′ |= 𝜑.
Note that 𝜎 not necessarily belongs to𝑈 ; when it does not, this

means that the agents have wrong background information.

4 EFFICIENT MODEL CHECKING
The model checking problem for the multi-agent language of ex-
plicit and implicit belief is PSPACE-complete in general. The upper
bound is proved in [12], while the lower bound is proved in [23].
We identify here two more tractable fragments. By more tractable
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we mean Θ𝑃2 -complete, as stated in Proposition 15. We recall that
Θ𝑃2 is the class of all decision problems which can be solved in
deterministic polynomial time using a polynomial number of inde-
pendent calls to an NP-oracle [41].2

4.1 Fragments
In the rest of the article, we consider the fragment defined byDavila
et al. [10] in which □𝑖 cannot be nested. More precisely, we con-
sider the fragment of formulas 𝜑 generated by:

𝜑 ::= 𝛼 | □𝑖𝛼 | ¬𝜑 | 𝜑 ∧ 𝜑
𝛼 ::= 𝑝 | ¬𝛼 | 𝛼 ∧ 𝛼 | △𝑖𝛼

where 𝑖 ranges over Agt. We call this language L1□ .

Example 8. Formula 𝑝 ∧□1𝑝 ∧□2△1¬𝑝 is in L1□ , but □1□1𝑝 and
□1□2𝑝 are not, because we disallow two □𝑖 to be nested.

We also introduce the subjective fragment for a fixed agent L,
denoted by LL

1□ (which is a fragment of L1□ ) by:

𝜑 ::= △L𝛼 | □L𝛼 | ¬𝜑 | 𝜑 ∧ 𝜑
𝛼 ::= 𝑝 | ¬𝛼 | 𝛼 ∧ 𝛼 | △𝑗𝛼

where 𝑗 ranges over Agt. The language LL
1□ consists of formulas

that the agent L can check according to their own beliefs. For ex-
ample, agent L cannot check whether 𝑝 is true, but they can check
(because of introspection) whether △L𝑝 or □L𝑝 is true. It follows
that they can also check all Boolean combinations over △L𝑝 and
□L𝑝 (or △L𝛼 and □L𝛼 in general). Our shielding constraints will be
restricted to the subjective fragment. This is because we need to
make sure that each constraint can be checked from the learning
agent’s perspective.

Example 9. Let 𝑗 ≠ L. Then △L𝑝 ∧ □L△𝑗𝑞 is in LL
1□ while 𝑝 and

△𝑗𝑞 are not.

The following proposition implies that only the belief base of
agent L is needed to evaluate a subjective formula for L.

PRoposition 10. For all formulas 𝜑 in LL
1□ and for all 𝜎, 𝜎 ′ with

𝐾L (𝜎) = 𝐾L (𝜎′), we have𝑈 , 𝜎 |= 𝜑 iff𝑈 , 𝜎 ′ |= 𝜑 .

PRoof. By induction on 𝜑 in the grammar of LL
1□ . □

4.2 Model Checking Problem
In this section we study the problem of checking a formula 𝜑 ∈
L1□ in a state 𝜎 , given a universe𝑈𝜒 = {𝜎 | 𝜎 |= 𝜒} specified by a
formula 𝜒 (the common ground). We will use the common ground
later to inject expert knowledge into the agent.

Definition 11. Model checking is the following decision problem:
Input: A formula 𝜒 ∈ L△ , a state 𝜎 ∈ Σ, a formula 𝜑 ∈ L1□ .
Output: Yes if𝑈𝜒 , 𝜎 |= 𝜑 , no otherwise.

Example 12. Let 𝜒 be the formula ¬𝑠𝑚𝑒𝑙𝑙0,0 → ¬𝑤𝑢𝑚𝑝𝑢𝑠1,0.
Then we have 𝑈𝜒 , {△¬𝑠𝑚𝑒𝑙𝑙0,0} |= □¬𝑤𝑢𝑚𝑝𝑢𝑠1,0 . Since the agent
believes explicitly that there is no smell at (0, 0), they can infer that
there is no wumpus at position (1, 0).
2Two calls are independent from each other if the input of either does not depend on
the answer of the other.

function𝑚𝑐 (𝜒, 𝜎,𝜑 )
match 𝜑 do

case 𝑝 : return 𝑝 ∈ 𝜎
case △𝑖𝛼 : return △𝑖𝛼 ∈ 𝜎
case ¬𝜑1: return not𝑚𝑐 (𝜒, 𝜎,𝜑1 )
case 𝜑1 ∧ 𝜑2: return𝑚𝑐 (𝜒, 𝜎,𝜑1 ) and𝑚𝑐 (𝜒, 𝜎,𝜑2 )
case □𝑖𝛼 : return true iff (descr𝑖 (𝜎,Voc) ∧ 𝜒 ) → 𝛼 is valid in
propositional logic, where Voc = EpAtm(𝛼 ) ∪ EpAtm(𝜒 )

Figure 2: Algorithm for checking a formula 𝜑 in the state 𝜎
given that the universe𝑈𝜒 is the set of states satisfying 𝜒 .

4.3 Algorithm for Model Checking
Figure 2 gives a practical model checking procedure that considers
𝑝 , △𝛼 as atomic propositions. An implicit belief construction □𝑖𝜑
is also considered as atomic and is checked by checking that an
adequate propositional formula is valid. To define that formula, we
introduce, given a state 𝜎 and a set Voc ⊆ Atm with 𝜎 ⊆ Voc, the
formula descr𝑖 (𝜎,Voc) defined as follows:

descr𝑖 (𝜎,Voc) :=
∧
△𝑖𝛽∈𝜎

𝛽 ∧
∧
△𝑖𝛽∈𝜎

△𝑖𝛽 ∧
∧

△𝑖𝛽∈Voc\𝜎
¬△𝑖𝛽

The following proposition shows correctness for the case □𝑖𝜓
in Algorithm 2.

PRoposition 13. Let Voc = EpAtm(𝛼) ∪EpAtm(𝜒) for some 𝜒 ∈
L△ , and 𝛼 ∈ L1□ . Then, the following are equivalent:
• 𝑈𝜒 , 𝜎 |= □𝑖𝛼 ;
•

(
descr𝑖 (𝜎,Voc) ∧ 𝜒

)
→ 𝛼 is propositionally valid.

PRoof. By Definition 6 and the truth condition of □𝑖𝛼 ,𝑈𝜒 , 𝜎 |=
□𝑖𝛼 means that (1) for all states 𝜎′, if 𝜎′ ∈ 𝑈𝜒 and 𝐾𝑖 (𝜎) = 𝐾𝑖 (𝜎′)
and ∀𝛽 ∈ 𝐾𝑖 (𝜎), 𝜎 ′ |= 𝛽 then 𝜎′ |= 𝛼 . Item (1) is equivalent to the
fact that (2) for all states 𝜎′, if 𝜎′ |= ∧

△𝑖𝛽∈𝜎 △𝑖𝛽 ∧
∧
△𝑖𝛽∈𝜎 𝛽 ∧ 𝜒

and for all △𝑖𝛽 ∉ 𝜎 , 𝜎′ |= ¬△𝑖𝛽 , then 𝜎′ |= 𝛼 . Item (2) is equiv-
alent to the fact that (3) {𝜒} ∪ ∪

△𝑖𝛽∈𝜎
{
△𝑖𝛽

}
∪ ∪

△𝑖𝛽∈𝜎
{
𝛽
}
∪∪

△𝑖𝛽∉𝜎
{
¬△𝑖𝛽

}
|= 𝛼 in propositional logic, that is, the formula

on the right side of the symbol |= is a logical consequence of the
set of formulas on the left side. Item (3) is equivalent to the fact
that (4)

∪
△𝑖𝛽∈𝜎

{
△𝑖𝛽

}
∪∪△𝑖𝛽∈𝜎 {

𝛽
}
∪∪△𝑖𝛽∉𝜎 {

¬△𝑖𝛽
}
|= 𝜒 → 𝛼

in propositional logic. Item (4) is equivalent to (5)
∪
△𝑖𝛽∈𝜎

{
△𝑖𝛽

}
∪∪

△𝑖𝛽∈𝜎
{
𝛽
}
∪∪△𝑖𝛽∈Voc\𝜎 {

¬△𝑖𝛽
}
|= 𝜒 → 𝛼 in propositional logic,

due to the fact the following property holds in propositional logic:∪
𝑝∈𝑋

𝑝 ∪
∪
𝑞∉𝑋 ′
¬𝑞 |= 𝜔 iff

∪
𝑝∈𝑋

𝑝 ∪
∪

𝑞∈Atm(𝜔 )\𝑋 ′
¬𝑞 |= 𝜔,

for all propositional formulas 𝜔 and sets 𝑋,𝑋 ′ of atomic proposi-
tions. (5) is equivalent to the fact that (6) {𝜒} ∪ ∪

△𝑖𝛽∈𝜎
{
△𝑖𝛽

}
∪∪

△𝑖𝛽∈𝜎
{
𝛽
}
∪ ∪

△𝑖𝛽∈Voc\𝜎
{
¬△𝑖𝛽

}
|= 𝛼 . Item (6) is equivalent to

the fact that 𝛼 is a logical consequence of
(
descr𝑖 (𝜎,Voc) ∧ 𝜒

)
in

propositional logic, hence to the fact that the propositional formula(
descr𝑖 (𝜎,Voc) ∧ 𝜒

)
→ 𝛼 is propositionally valid. □

The previous result generalizes the result proved by Lorini [25,
Proposition 1] showing that for propositional 𝜔 we have “𝑈⊤, 𝜎 |=
□𝑖𝜔 iff𝜔 ∈ Cn

(
𝐾𝑖 (𝜎)

)
”, where Cn is the classical deductive closure

operator over the propositional language.
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PRoposition 14. Let 𝑈𝜒 = {𝜎 ∈ Σ | 𝜎 |= 𝜒}. Then𝑚𝑐 (𝜒, 𝜎, 𝜑)
returns true iff 𝑈𝜒 , 𝜎 |= 𝜑 .

PRoof. By induction on 𝜑 . □

The following proposition characterizes the complexity of the
model checking problem for L1□ .

PRoposition 15. Model checking for L1□ is Θ𝑝2 -complete. Hard-
ness already holds for △-free single-agent formulas in LL

1□ .

PRoof. Membership inΘ𝑝2 follows from the correctness of Algo-
rithm 2 together with the observation that the calls to an NP-oracle
(for the propositional validity problem) are independent from each
other. For hardness, it is known that the following decision prob-
lem is Θ𝑃2 -complete [41]:

Input: Propositional formulas 𝜑1, . . . , 𝜑𝑛 such that 𝜑𝑘 |= 𝜑𝑘+1
for all 𝑘 ∈ {1, . . . , 𝑛 − 1}.

Output: Let 𝑘 be the smallest index such that 𝜑𝑘 is satisfiable;
yes if 𝑘 is odd, no otherwise.

In this formulation, the problem is a promise problem, that is,
one in which the valid inputs do not constitute a polytime class.
To give a reduction from a more standard (non-promise) problem,
we will consider the following:

Input: Propositional formulas 𝜑1, . . . , 𝜑𝑛 .
Output: Let 𝑘 be the smallest index such that 𝜑1 ∨ · · · ∨ 𝜑𝑘 is

satisfiable; yes if 𝑘 is odd, no otherwise.
It is easy to see that both problems are many-one reducible to

each other, and hence the latter is also Θ𝑃2 -complete.
We now define a many-one reduction from the latter problem to

model-checking for the single-agent case with △-free formulas in
LL
1□ . Let𝜑1, . . . , 𝜑𝑛 be arbitrary propositional formulas, and define
(𝜒, 𝜎, 𝜑) by 𝜒 := ⊤, 𝜎 := ∅, and 𝜑 :=

∨
𝑘=1,...,𝑛/2

(
□L¬(𝜑1 ∨ · · · ∨

𝜑2𝑘 )∧¬□L¬(𝜑1∨· · ·∨𝜑2𝑘+1)
)
.The latter formula reads ”there is a𝑘

such that¬(𝜑1∨· · ·∨𝜑2𝑘 ) is necessarily true but¬(𝜑1∨· · ·∨𝜑2𝑘+1)
is possibly false”. With this reading in mind, we can see that for
𝜒 = ⊤ and 𝜎 = ∅, 𝑈𝜒 , 𝜎 |= 𝜑 holds if and only if there is an odd
𝑖 = 2𝑘 + 1 such that 𝜑1 ∨ · · · ∨𝜑𝑖 is satisfiable while 𝜑1 ∨ · · · ∨𝜑𝑖−1
is not. Since in this case 𝜑1 ∨ · · · ∨ 𝜑 𝑗 is a fortiori unsatisfiable for
𝑗 < 𝑖−1, we get that 𝑖 = 2𝑘+1 is the first index such that𝜑1∨· · ·∨𝜑𝑖
is satisfiable, and hence that the reduction is correct. □

Proposition 15 implies that model checking can be performed
in practice with a polynomial algorithm that makes parallel calls
to a SAT solver.

5 BELIEF BASE POMDPS
Partially ObservableMarkovDecision Processes (POMDPs) are the
model of choice in reinforcement learningwhen the agent does not
have full knowledge of the real world. In this section, after recalling
the definition of a POMDP, we explain how to instantiate it in the
belief base setting given in Section 3. We end the section with a
formal description of the wumpus example in this setting.

5.1 POMDPs
Let us recall the definition of a POMDP. For a set 𝑋 , we write Δ𝑋
for the set of all probability distributions over 𝑋 .

Definition 16. A POMDP is a tuple (Σ, 𝐴, 𝑡, 𝑆,𝑂, 𝑟, 𝐼 ,𝑇 ) where Σ is
a finite set of states, 𝐴 is a finite set of actions, 𝑡 : Σ ×𝐴→ ΔΣ is a
transition function, 𝑆 is a finite set of observations,𝑂 : Σ→ Δ𝑆 is an
observation function, and 𝑟 : Σ×𝐴×Σ→ R is a reward function. We
assume that it also specifies a distribution of initial states 𝐼 ∈ ΔΣ
and a subset of terminal states 𝑇 ⊆ Σ.

POMDP states are not directly observed by the agent. In each
state 𝜎 the agent receives an observation from 𝑆 , following the
probability distribution 𝑂 (𝜎). The action set 𝐴 contains abstract
action names, such as MoveLeft or Noop. The transition function
specifies for each action 𝑎 and states 𝜎, 𝜎 ′ the probability 𝑡 (𝜎, 𝑎, 𝜎′)
of reaching state 𝜎′ from 𝜎 via action 𝑎. Finally, 𝑟 (𝜎, 𝑎, 𝜎′) is the
reward the learning agent receives for going from state 𝜎 to 𝜎′ by
performing action 𝑎.

5.2 BB-POMDPs
In the following, we show how a POMDP (Σ, 𝐴, 𝑡, 𝑆,𝑂, 𝑟, 𝐼 ,𝑇 ) is in-
duced from a description based on our logic. We call this POMDP
a Belief Base POMDP (or BB-POMDP). We assume that the learn-
ing agent is a dedicated agent L. Note that our framework allows
for additional passive agents whose (true and false) beliefs can be
modified by actions and can be relevant to the learning agent’s
reward. This setting has been discussed in a planning context by
Davila et al. [9] as cognitive planning. However, we will only con-
sider single-agent examples and leave cognitive planning to future
work.

Atoms and states. We assume that a finite set of relevant atoms
RelAtm ⊆ Atm is specified by the modeler. Then the set of POMDP
states is the set Σ = 2RelAtm of all valuations over RelAtm. Fur-
thermore, the set of POMDP observations 𝑆 = 2{𝛼 |△L𝛼∈RelAtm} is
the set of possible belief bases of the learning agent L. Finally, the
observation function 𝑂 (𝜎) assigns probability 1 to the belief base
𝐾L (𝜎) of the learning agent, and 0 to all other belief bases. In the
following, we assume all formulas to use only relevant atoms.

Initial and terminal states. The sets of initial and terminal states
are specified by formulas 𝜒𝐼 , 𝜒𝑇 ∈ L△ . The set of terminal states
is then 𝑇 = {𝜎 ∈ Σ | 𝜎 |= 𝜒𝑇 }. The initial state distribution 𝐼 is
the uniform distribution over {𝜎 ∈ Σ | 𝜎 |= 𝜒𝐼 }. In our implemen-
tation, since the L△ fragment corresponds to propositional logic
overAtm, wewill use the uniform SAT sampler SPUR [1] to sample
initial states.

Common ground. Weassume that the expert knowledge the agent
uses to infer implicit beliefs from their belief base, is given by a
common ground formula 𝜒 ∈ L△ . This formula characterizes the
context 𝑈𝜒 on which formulas from L1□ are evaluated using the
model checking algorithm described in Section 4.3.

Actions and transitions. The set 𝐴 of abstract action names is
specified by the modeler. The function 𝑡 : Σ × 𝐴 → Σ is then
described by a deterministic3 action theory. For each action 𝑎 and
atom 𝑥 (either a proposition 𝑝 or an epistemic atom △𝑖𝛼), there is
a formula 𝜑𝑎𝑥 ∈ L1□ , such that action 𝑎 will replace the truth value
of 𝑥 by the truth value of formula 𝜑𝑎𝑥 . Formally, 𝑡 (𝜎, 𝑎) assigns
probability 1 to 𝜎′ = {𝑥 ∈ RelAtm | 𝑈𝜒 , 𝜎 |= 𝜑𝑎𝑥 }.
3We plan to relax this assumption in future work.
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Figure 3: Omniscient observer perspective on the left, agent perspective on the right.

When specifying an action theory, we often omit the definition
of some 𝜑𝑎𝑥 . In these cases we assume that 𝜑𝑎𝑥 = 𝑥 , that is, that 𝑎
never changes 𝑥 .

Note that we leave it to the modeler to ensure (if desired) that
the action theory cannot lead to inconsistent belief bases.

Example 17. Assume we have 𝜑𝑎△L𝑝
= 𝜑𝑎△L¬𝑝 = ⊤. In that case,

executing 𝑎 in an arbitrary state will result in a state containing
both △L𝑝 and △L¬𝑝 . In this state, agent L has inconsistent beliefs.

Reward. We specify rewards as a set 𝑅 ⊆ L1□ × 𝐴 × L1□ × R.
For each tuple (𝜑, 𝑎, 𝜑 ′, 𝜌) ∈ 𝑅, the idea is that after a transition
𝜎

𝑎−→ 𝜎′ in the POMDP, the agent obtains the reward 𝜌 if 𝜑 is
true in 𝜎 and 𝜑 ′ is true in 𝜎′. That is, the reward of the POMDP is
defined as

𝑟 (𝜎, 𝑎, 𝜎 ′) =
∑

(𝜑, 𝑎, 𝜑 ′, 𝜌) ∈ 𝑅,
𝜎 |= 𝜑, 𝜎′ |= 𝜑 ′

𝜌.

In POMDPs, the reward is usually assumed to be given to the agent
by the environment. An alternative approach are subjective rewards
[37] which can be computed by the agents given their knowledge.
In our framework, we can model both types of reward.The general
formulation above can be interpreted as rewards from the environ-
ment. If we restrict 𝜑 and 𝜑 ′ to the subjective fragment, it can be
interpreted as subjective rewards.

5.3 Specifying the Wumpus Example
Wenow specify the BB-POMDP for Example 1, assuming that there
are𝑘 wumpuses and the grid is of size𝑛×𝑛.The set RelAtm contains
for all coordinates 𝑥,𝑦 ∈ {1, . . . , 𝑛}:
• 𝑝𝑜𝑠𝑥,𝑦 : The agent is at position (𝑥,𝑦).
• 𝑤𝑢𝑚𝑝𝑢𝑠𝑥,𝑦 : There is a wumpus at position (𝑥,𝑦).
• 𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 : There is a smell at position (𝑥,𝑦).

It further contains the explicit beliefs △L𝑝𝑜𝑠𝑥,𝑦 , △L𝑤𝑢𝑚𝑝𝑢𝑠𝑥,𝑦 ,
△L𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 , and △L¬𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 for all coordinates 𝑥,𝑦 ∈ {1, . . . , 𝑛}.

The set of initial states is defined by a long conjunction 𝜒𝐼 en-
coding the following constraints: (1) The agent is at position (1, 1),
they believe that they are at position (1, 1), and they are at no other
position. (2) There are wumpuses on 𝑘 cells, but none at (1, 1) or
(𝑛, 𝑛). (3) All cells adjacent to a wumpus are smelly. (4) All cells
that are not smelly are not adjacent to a wumpus. (5) The agent

explicitly believes 𝑠𝑚𝑒𝑙𝑙1,1 or ¬𝑠𝑚𝑒𝑙𝑙1,1, depending on whether a
wumpus is adjacent to (1, 1). (6) The agent has no further beliefs.

The set of terminal states is defined by the formula

𝜒𝑇 = 𝑝𝑜𝑠𝑛,𝑛 ∨
∨
𝑥,𝑦

(𝑝𝑜𝑠𝑥,𝑦 ∧𝑤𝑢𝑚𝑝𝑢𝑠𝑥,𝑦) .

The common ground is a formula 𝜒 encoding the following ex-
pert knowledge: (1) There are wumpuses on 𝑘 cells. (2) All cells
adjacent to a wumpus are smelly. (3) All cells that are not smelly
are not adjacent to a wumpus.

The set of actions is 𝐴 = {Up,Down, Right, Left,Noop}. We
specify the transition function 𝑡 using a deterministic action theory.
As an example we give the action Right:

𝜑Right
𝑝𝑜𝑠𝑥,𝑦 = 𝜑Right

△L𝑝𝑜𝑠𝑥,𝑦 =


⊥ 𝑥 = 1

𝑝𝑜𝑠𝑥−1,𝑦 1 < 𝑥 < 𝑛

𝑝𝑜𝑠𝑛−1,𝑦 ∨ 𝑝𝑜𝑠𝑛,𝑦 𝑥 = 𝑛

𝜑Right
△L𝑠𝑚𝑒𝑙𝑙𝑥,𝑦

=

{
△L𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 ∨ (𝑝𝑜𝑠𝑥−1,𝑦 ∧ 𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 ) 1 < 𝑥 ≤ 𝑛
△L𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 otherwise

𝜑Right
△L¬𝑠𝑚𝑒𝑙𝑙𝑥,𝑦

=

{
△L¬𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 ∨ (𝑝𝑜𝑠𝑥−1,𝑦 ∧ ¬𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 ) 1 < 𝑥 ≤ 𝑛
△L¬𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 otherwise

As we can see, movement actions can change the position of the
agent, as well as beliefs about its own position and smells. Note
the separate cases for the leftmost column (by moving to the right,
the agent can never end up in that column) and for the rightmost
column (if the agent is already in that column, they will not move
further to the right). Previous beliefs about smells are retained, and
new beliefs about smells are obtained when the agent moves to a
new cell.

We will assume that the agent obtains a reward of 1 if it reaches
the goal and a reward of −1 if it runs into the wumpus. That is,
the rewards are specified as 𝑅 = {(⊤, 𝑎, 𝛾die,−1) | 𝑎 ∈ 𝐴} ∪
{(⊤, 𝑎, 𝛾goal, 1) | 𝑎 ∈ 𝐴} with 𝛾die =

∨
𝑥,𝑦 (𝑤𝑢𝑚𝑝𝑢𝑠𝑥,𝑦 ∧ 𝑝𝑜𝑠𝑥,𝑦)

and 𝛾goal = 𝑝𝑜𝑠𝑛,𝑛 .
Importantly, while the dynamics in our BB-POMDPs are deter-

ministic (due to the deterministic action theory), they appear non-
deterministic to the learning agent. This is illustrated in Figure 3.
From the perspective of an omniscient observer, the positions of
the wumpuses are known, and it is clear whether there will be a
smell at the cell to which the agent moves. However, from the per-
spective of the agent, the same action can have different outcomes
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depending on the unknown position of the wumpus. In the follow-
ing, we will discuss how to apply reinforcement learning in such
a setting.

5.4 Learning in Belief Base POMDPs
In the general POMDP setting, the agent’s policy typically depends
on the entire past history of actions and observations. For example,
there are model-free deep RL approaches that use recurrent neural
network architectures to represent policies as a function of past
actions and observations [17, 18, 31, 32]. The problem is that obser-
vations in general POMDPs must be understood as simple tokens,
which by themselves (without the history of previous observations
and actions taken by the agent) do not contain sufficient informa-
tion about the current state of the system.

In contrast, we assume that for each state 𝜎 of the POMDP,
the agent’s belief is already fully characterized by their belief base
𝐾 (𝜎).The objective is thus to compute an optimal policy 𝜋 : 𝑆 → 𝐴
that assigns an action 𝜋 (𝑠) to each belief base 𝑠 ∈ 𝑆 .

Since transitions between two belief bases depend on the la-
tent POMDP states, they will be non-Markovian in general. How-
ever, in our example, the information the agent has in its belief
base about the potential wumpus positions (visited smelly and non-
smelly cells) increases monotonically. Since the probabilities with
which the wumpuses are initially positioned are well-defined, one
could always infer the correct probabilities about the positions for
any given belief base, independently of the history of previous
states and actions. This implies that the transitions between belief
bases, as observed by the learning agent, are Markovian and that
we can use model-free learning algorithms for the fully-observable
case directly on the belief bases.4

What makes learning difficult in our setting is the uncertainty
about the latent state. For example, with two wumpuses on a 7x7
grid, there are 47·46

2 = 1081 possible configurations of where the
two wumpuses can be. This means that, on average, the learning
agent experiences each configuration only once every 1081 train-
ing episodes. To learn to handle all possible situations, the learn-
ing algorithm must either generalize, or the agent would arguably
need to explore each configuration several times.

In our experiments, we use a tabular version of Q-learning for
simplicity. To be as sample efficient as possible, we use a version
of experience replay [20] similar to fitted Q iteration [15], which
always uses the full batch 𝐷 of previously observed transition-
reward tuples in its Q-update step, and never discards any of them.
The algorithm5 is shown in Figure 4 and can be characterized as a
growing-batch online reinforcement learning algorithm [19]. The
updated Q-function is computed as

𝑄new (𝑠, 𝑎) := E
(𝑠,𝑎,𝑟,𝑠′ )∼𝐷

(
𝑟 + 𝛾 ·max

𝑎∈𝐴
𝑄old (𝑠′, 𝑎)

)
.

4For the general case where transitions between belief bases are not Markovian, we
plan to consider alternative approaches in future work.
5We make the simplifying assumption that whether a state 𝜎 is terminal can be iden-
tified from the state 𝐾 (𝜎 ) as observed by the agent. This means that we never get
transitions starting from a state 𝑠 which can also be terminal, and thus we do not
need to make a case distinction for terminal states when updating the𝑄 function.

function simulate_and_learn(bb_pomdp, num_episodes, len_episode, 𝜖 )
initialize 𝐷 ← ∅ as an empty multiset
initialize𝑄 (𝑠, 𝑎) ← 0 for all 𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴
for episode← 1..num_episodes do

sample initial state 𝜎 from 𝐼
𝑠 ← 𝐾 (𝜎 )
for step← 1..len_episode do

if 𝑠 ∈ 𝑇 : break
// perform 𝜖-greedy action selection
if uniform_random(0, 1) < 𝜖 : sample 𝑎 from 𝐴
else : sample 𝑎 from 𝜋 (𝑠 ) = argmax𝑎∈𝐴𝑄 (𝑠, 𝑎)
// simulate action and store transition and reward
sample 𝜎 ′ from 𝑡 (𝜎, 𝑎)
𝑠′, 𝑟 ← 𝐾 (𝜎 ), 𝑟 (𝜎, 𝑎, 𝜎 ′ )
append (𝑠, 𝑎, 𝑟, 𝑠′ ) to 𝐷
// update state for next simulation step
𝜎, 𝑠 ← 𝜎 ′, 𝑠′

Update𝑄 (𝑠, 𝑎) using all transitions from 𝐷

Figure 4:The simulation and growing batch Q-learning loop.
The simulation is based on the POMDP states, while the
agent acts and learns based on their belief states.

An advantage of this approach is that only minimal modifica-
tions are required to use neural networks as function approxima-
tors (resulting in Neural Fitted Q iteration [32]) and subsequently
change it to the well-known DQN algorithm [35].

6 CASE STUDY
In addition to the vanilla version of our Wumpus World, we will
also define variants that take advantage of the special reasoning
capabilities of Belief Base POMDPs, in particular reward shaping
and shielding. We use an exploration constant of 𝜖 = 0.1 and a
discount factor of𝛾 = 0.95 in all our experiments, with a maximum
of 100 steps for each training episode.

6.1 Reward shaping
Explicit and implicit beliefs can be used for reward shaping. For
example, in the wumpus world, we give the agent a small extra
reward of 0.01 whenever it smells a wumpus, i.e. whenever a for-
mula of the form △𝑠𝑚𝑒𝑙𝑙𝑥,𝑦 appears for the first time in a state.The
rationale is that this encourages the agent to move around (which
can be good for finding the way past a wumpus). Since the reward
is much smaller than the reward for reaching the goal, it will hope-
fully not interfere too much with the agent’s main objective.

6.2 Shielding
Another useful technique that can leverage explicit and implicit be-
liefs during learning and execution is shielding. It aims to restrict
the action that the agent is allowed to take in each step to a safe sub-
set: An action 𝑎 is available exactly in states where some shielding
formula 𝜒𝑎 ∈ LL

1□ is satisfied. Since 𝜒𝑎 is a formula in the subjec-
tive fragment, it can be evaluated directly on the belief state of the
agent (Proposition 10).

In the wumpus example with shielding, we only want to allow
the agent to move to some cell if they implicitly know that there
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Figure 5: Learning curves for batch Q-learning on thewumpus example (with twowumpuses on a 7 × 7 grid). Training episodes
are on the x axis. The total utility metric is the success rate minus the death rate. The shaded areas represent the spread in
terms of standard deviation.

is no wumpus on that cell. For the Up action, this is captured by

𝜒Up =
∧
𝑥,𝑦

(
△𝑝𝑜𝑠𝑥,𝑦 → □¬𝑤𝑢𝑚𝑝𝑢𝑠𝑥,𝑦+1

)
.

The shields for the other actions are defined analogously.

6.3 Results
We ran the algorithm given in Figure 4 ten times for each variant
to obtain averaged learning curves (Figure 5).6 For each learning
curve, we evaluated every 200th policy on a separately sampled
test set of 100 initial states. The learning curves show the perfor-
mance of the policies in terms of success rate (how often did the
agent reach the goal), death rate (how often did the agent run into
the wumpus), and total undiscounted utility (the success rate mi-
nus the death rate; note that this is equivalent to the reward with-
out reward shaping). Our final graph shows the average number
of steps to the goal in episodes where the goal has been reached.

For all variants, the agent learns to reach the goal in a majority
of cases. Note that there arewumpus configurationswhere the goal
is not reachable, or where the goal is not reachable without the
risk of being eaten by the wumpus, so the theoretical optimum is
less than one. As we can see, shielding prevents the agent from
ever running into a wumpus, but at the cost of needing more steps
to reach the goal. Reward shaping also improves both the success
rate and the death rate, but to a lesser extent than shielding, and
with a lesser effect on the number of steps needed to reach the
goal. Shielding has the best overall utility. A compromise is the
combination of reward shaping and shielding, which has a slightly
worse overall utility but needs slightly fewer steps to the goal.

7 CONCLUSION AND FUTUREWORK
We have presented an integration of epistemic logic with reinforce-
ment learning, by instantiating POMDPs from a belief base seman-
tics that allows us to represent the learning agent’s explicit and
implicit beliefs. We have shown that the notion of implicit belief
allows an RL agent to be equipped with deductive reasoning capa-
bilities. We implemented our model and experimentally evaluated
it on a simple wumpus scenario, demonstrating how it can be suc-
cessfully used for reward shaping and shielding.

6Our implementation can be found at https://github.com/tengesser/epirl.

The paper leaves many possibilities of Belief Base POMDPs un-
explored. A big advantage of our approach is that the agents’ be-
liefs are manipulated directly through actions. We might want to
leverage this to make the agent learn to actively manage their be-
lief base, for example, by learning when to forget irrelevant ex-
plicit beliefs, or when to infer new explicit beliefs from implicit
beliefs. We hope that learning to reach the goal while at the same
time learning to manage the belief base could lead to better per-
formance and faster convergence. However, for this we arguably
need a representation of policies that is capable of generalization.
To this end we plan to replace the Q-table in our implementation
by a neural network.

Further directions of future work are manifold. First of all, fol-
lowing Lorini [26], we plan to leverage our model in the context
of a more realistic dialogue scenario in which an artificial agent
has to reason about the human user’s beliefs in order to persuade
or influence the human through communication. In this context
it is crucial for the agent to learn a theory of the interlocutor’s
mind. For example, the agent may have the goal of persuading the
human to use their bike instead of the car for going to work. The
agent should learn the quality of an informative action depending
on what they believe about the human’s beliefs. For instance, they
should learn the quality of informing the human that the outside
temperature is not too high, when they believe that the human
believes that it is not a rainy day.

We also plan to generalize our framework to the multi-agent
case in order to model multiple learning agents endowed with de-
ductive reasoning capabilities. This extension would require us to
move from standard MDPs and POMDPs to Markov games and
from single-agent to multi-agent epistemic logic to come up with
an integration of multi-agent epistemic logic with multi-agent RL.
This would increase the complexity since model checking for the
multi-agent logic of explicit and implicit belief is PSPACE-hard.
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