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ABSTRACT
Recent advancements inmulti-agent reinforcement learning (MARL)
have demonstrated success on various cooperative multi-agent
tasks. However, current benchmarks often fall short of representing
realistic scenarios that demand agents to execute sequential tasks
over long temporal horizons while balancing multiple objectives. To
address this limitation, we introduce multi-objective SMAC (MOS-
MAC), a comprehensive MARL benchmark designed to evaluate
MARL methods on tasks involving multiple objectives, sequential
subtask assignments, and varying temporal horizons. MOSMAC
requires agents to tackle a series of interconnected subtasks in Star-
Craft II while simultaneously optimizing for multiple objectives,
including combat, safety, and navigation. Through rigorous evalua-
tion of nine state-of-the-art MARL algorithms, we demonstrate that
MOSMAC presents substantial challenges to existing methods, par-
ticularly in long-horizon scenarios. Our analysis establishes MOS-
MAC as an essential benchmark for bridging the gap between single-
objective MARL and multi-objective MARL (MOMARL). The codes
for MOSMAC are available at: https://github.com/smu-ncc/mosmac.
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1 INTRODUCTION
Multi-agent reinforcement learning (MARL) has demonstrated re-
markable success across diverse domains, from traffic signal con-
trol [7] to game-playing [31] and stock-trading [1]. These appli-
cations predominantly focus on tasks with single objectives, such
as defeating opponents in RTS games [31] that could be addressed
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in relatively short action trajectories. A significant gap persists
between current MARL testbeds and the requirement of real-world
applications, where agents coordinate over long horizons while
balancing multiple, often competing objectives.

Learning over long horizons presents non-trivial challenges in
MARL. As the temporal horizon extends, both multi-agent explo-
ration and temporal credit assignment become significantly more
challenging compared to short-horizon scenarios [15]. Recent theo-
retical work has also shown that the generalized Rademacher com-
plexity of the hypothesis space for optimal value functions grows
with the planning horizon [19], potentially leading to convergence
issues and local optima. Despite these known challenges, current
MARL literature lacks comprehensive benchmarks for evaluating
methods in long-horizon contexts.

This paper introduces multi-objective SMAC (MOSMAC), a com-
prehensive MARL benchmark that evaluates MARL algorithms on
challenging multi-objective MARL (MOMARL) tasks with sequen-
tial task allocation. MOSMAC models multi-objective, multi-agent
decision-making as a utility-based multi-objective decentralized
partially observable Markov decision process (MODec-POMDP).
MOSMAC provides two sets of tasks: single-task scenarios, which
involve one multi-agent task per episode, and multi-task scenarios,
which require completing sequences of multi-agent tasks to reach
a final goal. By incorporating complex terrain features — including
plains, canyons, ramps, and varying elevations — MOSMAC creates
realistic challenges for multi-agent exploration in large state-action
space. These features collectively make MOSMAC a uniquely chal-
lenging benchmark for evaluating MOMARL algorithms.

Through comprehensive evaluations of nine state-of-the-art
MARL algorithms, including IA2C [25], IPPO [32], COMA [9],
MAA2C [25], MAPPO [42], IQL [36], MADDPG [21], VDN [35],
and QMIX [27], we demonstrate that MOSMAC presents significant
challenges, particularly in long-horizon scenarios with multiple
sequential tasks. The main contributions of this work are:

(1) We introduce MOSMAC, a new MARL benchmark that chal-
lenges MARL with multiple objectives, sequential subtask
assignments, and varying temporal horizons.

(2) We bridge the gap between single-objective MARL andmulti-
objective MARL through a utility-based MODec-POMDP
formulation, enabling systematic evaluation of MARL algo-
rithms on multi-objective tasks.
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(a) An example of single-task MOSMAC scenarios (4t). (b) The sequential task allocation of multi-task MOSMAC scenarios.

Figure 1: Examples of MOSMAC scenarios. Figure 1(a) illustrates a single-task scenario named 4t. The dotted red circle marks
the strategic position (SP). The center of SP is randomly located on the central 20 × 20 area, marked by the dotted yellow square.
Figure 1(b) illustrates the multi-task MOSMAC scenarios. Each SP is marked by a circular and connected by navigable pathways.

(3) We conduct a comparative study of nine SOTA MARL algo-
rithms on MOSMAC and show the potential of independent
learning on complex multi-task cooperative MOMARL tasks.

The rest of this paper is structured as follows. Section 2 reviews
related work, subsequent by background information in Section
3. The proposed MOSMAC benchmark is presented in Section 4.
Section 5 introduces the evaluation procedure. Section 6 reports
the experiments and results. We report our analysis and findings in
Section 7. Section 8 concludes and discusses future extensions.

2 RELATEDWORK
2.1 Long Horizon Reinforcement Learning
In episodic reinforcement learning, agents interact with environ-
ments through episodes, where early actions within an episode
can substantially influence subsequent outcomes. Long-horizon RL
specifically addresses scenarios that require agents to plan over long
temporal horizons until episodes end [41] and present unique chal-
lenges in exploration and temporal credit assignment. These chal-
lenges are particularly acute when rewards are sparse [24], as the
signals from early actions diminish exponentially with the horizon
length. Recent theoretical analysis has revealed that the generalized
Rademacher complexity of the hypothesis space of optimal value
functions scales with the horizon, leading to the collapse of action
gaps as the horizon extends [19], making it increasingly difficult
to distinguish optimal actions from suboptimal ones. While these
challenges have been studied in single-agent contexts [19, 41], their

implications for multi-agent systems remain largely unexplored,
making long-horizon MARL an important open problem.

2.2 Multi-objective MARL (MOMARL)
Many real-world problems involve multi-objective multi-agent sys-
tems (MOMAS) [30], where agents collaborate to perform taskswith
multiple, often competing objectives. MOMARL algorithms [13, 16,
23, 38] aim to learn Pareto fronts, which could be approximated with
non-dominated sets of Pareto optimal policies. These policies rep-
resent optimal trade-offs between objectives, such that improving
performance on one objective necessarily results in performance
degradation on at least one other objective.

MOMARL approaches can be classified based on how they handle
preferences over objectives, which affects their policy learning
strategy. Single-policy approaches [22, 29] operate in scenarios
where the preferences of objectives are known as a prior. In these
cases, agents learn a single policy that optimizes a scalarized value
function combining rewards from multiple objectives. Multi-policy
approaches [13, 20, 29], however, are designed for situations where
objective preferences are not pre-determined. Notably, single-policy
approaches can still approximate Pareto fronts through an outer-
loop approach [13], which trains multiple policies using sampled
preferences from a defined preference space.

Despite the increasing relevance of multi-objective optimiza-
tion in multi-agent systems, MOMARL has received relatively less
attention, particularly in its integration with deep reinforcement
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learning methods [13]. Given this context, our work bridges single-
objective MARL to the MOMARL domain through an outer-loop
approach via a single-policy MOMARL framework.

2.3 Existing MARL and MOMARL Benchmarks
Due to the prohibitive cost and complexity of training multi-agent
systems in real-world environments, researchers predominantly uti-
lize simulation environments for developing and evaluating MARL
algorithms. Various single-objective MARL environments have
been introduced in recent years. Many multi-agent grid-world en-
vironments evolve as extensions of single-agent predecessors such
as MazeBase [34]. Level-based Foraging (LBF) [6] presents a set of
gird-world food collection tasks in which agents can cooperate and
compete. LBF is commonly implemented with 2− 4 agents on maps
with sizes smaller than 15 × 15 [6]. Robot Warehouse (RWARE) [6]
is a partially observable environment with sparse rewards, simulat-
ing warehouses in a grid world with robots moving and delivering
goods to shelves. RWARE supports scenarios with 1 − 20 agents
on four sizes ranging from 10 × 11 to 16 × 29. Pommerman [28]
simulates the Bomberman game on a 11× 11 2D grid world, consist-
ing of a set of scenarios with four agents that could either be fully
competitive or cooperative in two competing teams. A similar idea
of simulating video games in a grid world has been implemented in
Overcook-AI [4], which provides five fully cooperative scenarios
for human-AI cooperation. Each Overcook-AI game contains two
players on a 5 × 4 or 9 × 5 map and will last for 400 timesteps.

While grid-world environments offer valuable testbeds for multi-
agent learning, it is difficult for them to capture the complexity
of continuous states and action space characteristic of many real-
world problems. Several environments have emerged to address this
limitation, including StarCraft II [40], Multi-particle Environments
(MPE) [21], Multi-Agent Mujoco (MAMuJoCo) [26], Google Re-
search Football (GRF) [18], Hanabi [2], and Harvest-gathering [14].
In particular, StarCraft II supports training on both full-game [39]
and mini-games [40]. In response to the interest in the microman-
agement of agents, i.e., to attain policies that yield optimal unit-level
actions, SMAC [31] provides a set of widely adopted benchmark
tasks to challenge MARL algorithms. However, a recent study re-
veals the drawback of SMAC in its lack of stochasticity [8]. Conse-
quently, most SMAC scenarios could be addressed with open-loop
policies, which solely rely on time step and agent ID in agents’ ob-
servations. SMACv2 [8] offers a more challenging benchmark task
that introduces stochasticity and improves the diversity of units
and scenarios. Another extension of SMAC is the StarCraft Multi-
Agent Exploration Challenge (SMAC-Exp) [17], which aims to test
MARL algorithms’ exploration capability to learn implicit multi-
stage tasks and environmental factors as well as micro-control in
both offensive and defensive scenarios.

Compared with the single-objective MARL, there exists a sig-
nificant gap in MOMARL benchmarks that feature complex state
and action spaces, partial observability, multiple objectives, mul-
tiple agents, and decision-making over long horizons [12]. While
some studies have attempted to address this issue by modifying
existing single-objective MARL benchmark tasks [13], these so-
lutions remain limited in scope. This work substantially expands

upon the preliminary testbed introduced by Geng et al. [10], of-
fering a comprehensive analysis and evaluation of the MOSMAC
benchmark with new scenarios and additional objectives. Through
this expanded study, we demonstrate MOSMAC’s effectiveness as
a standardized benchmark for advancing MOMARL research.

3 BACKGROUND
This work studies multi-objective multi-agent decision-making
problems formalized as a multi-objective decentralized partially
observable Markov decision process (MODec-POMDP). In this sec-
tion, we present the essential background of the MODec-POMDP
framework implemented in MOSMAC. Due to the page limit, we
direct interested readers to the survey by Rădulescu et al. [30] for a
more detailed MOMARL problem formulation and a recent detailed
survey by Hayes et al. [12] for general MORL problems.

3.1 Multi-objective Decentralized Partially
Observable Markov Decision Process
(MODec-POMDP)

Multi-objective multi-agent decision-making problems could gen-
erally be defined as a multi-objective stochastic game (MOSG).
A MOSG is formally defined by a tuple 𝑀 = (𝑆,A,𝑇 ,R), with
𝑛 ≥ 2 agents and 𝑑 ≥ 2 objectives, where 𝑆 is the state space;
A = 𝐴1 × ... ×𝐴𝑛 is a set of joint actions of 𝑛 agents and 𝐴𝑖 as the
set of actions of agent 𝑖; 𝑇 : 𝑆 ×𝐴 × 𝑆 → [0, 1] is the probabilistic
transition function; R = 𝑹1 × ... × 𝑹𝒏 are the reward functions and
𝑹𝒊 : 𝑆 ×𝐴 × 𝑆 → R𝑑 is the vectorized reward function of agent 𝑖
for each of the 𝑑 objectives. In some settings, multi-objective multi-
agent decision-making problems may encounter limitations such
as partially observable, where agents cannot access the full environ-
ment, and fully cooperative, where all agents share the same reward
function and learn to optimize the joint utility of all agents. Extend-
ing from the decentralized partially observable Markov decision
process (Dec-POMDP) model from the MARL domain, MOSMAC
models a multi-objective decentralized partially observable Markov
decision process (MODec-POMDP) [30].

3.2 Utility-based MODec-POMDP
In MODec-POMDP, agent 𝑖 operates according to a policy 𝜋𝑖 :
𝑆 ×𝐴𝑖 → [0, 1]. For discounted infinite-horizon scenarios, an agent
aims to find a policy 𝜋𝑖 that maximizes the expected discounted
long-term reward. The value function of policy 𝜋𝑖 is defined as:
𝑉 𝜋𝑖 = E[∑∞

𝑡=0 𝛾
𝑡𝑟𝑖,𝑡 |𝝅 , 𝜇0], where 𝝅 is the joint policy for all agents,

𝜇0 is the initial state distribution, 𝛾 is the discount factor, and 𝑟𝑖,𝑡 =
𝑹𝒊 (𝑠𝑡 , 𝒂𝒕 , 𝑠𝑡+1) denotes agent 𝑖’s reward for the joint action 𝒂𝒕 ∈ A
taken by all agents at timestep 𝑡 at state 𝑠𝑡 ∈ 𝑆 and transit to the
next state 𝑠𝑡+1 ∈ 𝑆 . Similar to the reward vector 𝑟𝑖,𝑡 ∈ R𝑑 , the value
function 𝑉 𝜋𝑖 ∈ R𝑑 is also vector-valued.

In single-objective MARL problems, agents optimize scalar re-
wards for single objectives. This approach could extend to MODec-
POMDP through utility functions (also known as scalarization func-
tions [12]). The utility-based approach assumes a utility function
𝑢 : R𝑛 → R maps the reward vector of multiple objectives into
a scalar value. The most widely used utility function is linear
utility function, which maps the rewards 𝑟𝑖,𝑡 through equation
𝑢 (𝑟𝑖,𝑡 ) =

∑
𝑑∈𝐷 𝑤𝑑𝑟𝑖,𝑡,𝑑 , where 𝐷 is a set of objectives, 𝑤𝑑 is the
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Table 1: An overview of the selected scenarios in MOSMAC with siege tank as units. Each scenario could be configured with two
objectives: combat and navigation, or three objectives: combat, safety, and navigation.

# of Tasks Unit Types Name of Scenarios # of Ally Units # of Enemy Units Environment
Features

Observation Space of
Movement-related Features

Timesteps
Limit

Single Task Siege Tank

3t 3 3 Plain 9 50
4t 4 4 Plain 9 50
8t 8 8 Plain 9 100
12t 12 12 Plain 9 100

Multiple Tasks
(2-7 Tasks
per episode)

Siege Tank

4t_vs_4t_large_flat 4 4 Plain 9 500

4t_vs_4t_large_complex 4 4 Cliff, ramps, and
high/low grounds 17 500

4t_vs_12t_large_flat 4 12 Plain 9 500

4t_vs_12t_large_complex 4 12 Cliff, ramps, and
high/low grounds 17 500

weight for objective 𝑑 ∈ 𝐷 with
∑
𝑑∈𝐷 𝑤𝑑 = 1, and 𝑟𝑖,𝑡,𝑑 is the

reward for objective 𝑑 in reward vector 𝑟𝑖,𝑡 . MOSMAC models
a MODec-POMDP under the team rewards team utility (TRTU)
paradigm [30], where agents share the team reward vectors and
collectively optimize a common team utility.

Specifically, if the utility function is known before learning and
maps every possible outcome of the joint actions into a scalar
utility, it transforms the MODec-POMDP into a single-objective
Dec-POMDP, which could be subsequently addressed by single-
objective MARL methods with a single policy. Therefore, while
ground-truth utility functions as priori knowledge are not always
available [12, 30], it is practicable to define appropriate sets of util-
ity functions for specific reward structures [37], e.g., linear utility
functions with different weights, and simultaneously learn multiple
distinct policies. These policies could be further utilized to make
informed posteriori decisions based on situational requirements.

4 THE MOSMAC BENCHMARK
MOSMAC is a MOMARL benchmark that models multi-objective
multi-agent problems as a MODec-POMDP [10]. Specifically, it in-
corporates three key objectives that are critical in real-time strategy
(RTS) games: combat, safety, and navigation. MOSMAC consists of
two distinct types of scenarios. First, MOSMAC extends existing
StarCraft II scenarios [8, 11, 17, 31], introducing multiple objectives
while maintaining the original map size and timestep limits from
the widely adopted SMAC scenarios. This provides a controlled en-
vironment for studying the impact of multiple objectives compared
to SMAC scenarios. Second, MOSMAC introduces more challenging
scenarios that better reflect real-world complexity, where agents
must complete sequences of multi-objective tasks in significantly
larger environments. These expanded scenarios feature increased
map sizes and extended timestep limits, offering a more realistic
simulation of real-world challenges.

MOSMAC includes three types of units: siege tanks, marines,
and stalkers. Their sight and attack ranges remain the same as
in the original StarCraft II game. Agents’ action space includes
moving in one of four directions, attacking a certain enemy, and
no-op. The observation space includes the feasibility of moving
in one of four directions and the direction and distance toward
the strategic position. In scenarios with complex terrains, agents

may additionally observe pathing grids and terrain heights to assist
learning. Figure 1(a) illustrates the single-task scenarios that are
characterized by a group of ally agents, a group of symmetric enemy
units controlled by the built-in controller with a difficulty level of 7,
and stochastic strategic positions. All agents need to cooperate to
arrive at the strategic position when their health value ℎ ≥ 0 (ℎ = 0
marks the agent has been defeated by enemy units) to complete the
assigned navigation task. Following SMACv2’s design principles,
strategic positions are randomized for each episode within a 20×20
region at the center of the 32 × 32 map, preventing solutions based
on open-loop policies [8]. Enemy units are configured to guard the
strategic position and engage ally units that approach within the
attacking range. As single-task scenarios do not contain complex
terrain features, they could be directly compared with existing
scenarios in SMAC and SMACv2. The single-task scenarios facilitate
direct comparisons with existing SMAC and SMACv2 scenarios.

Figure 1(b) presents the multi-task MOSMAC scenarios imple-
mented on an expanded 128 × 128 map, available in both flat and
complex terrain configurations. MOSMAC defines three distinct
task sequences that direct agents from their initial position (marked
in blue) to the final destination in the upper right corner of the map.
Researchers can also implement advanced path-finding algorithms
to generate alternative task sequences for investigating various
strategic approaches. In these scenarios, the allied team comprises
four units that must contend with either four or twelve enemy
units arranged in clusters of four, with a maximum of one enemy
cluster encountered during any single episode. Section 4.2 provides
a detailed explanation of MOSMAC’s sequential task allocation
mechanism, while Table 1 summarizes MOSMAC scenarios with
siege tank as units.

4.1 Multiple Objectives
MOSMAC introduces three critical objectives for the RTS game
domain, addressing the key aspects of combat, safety, and naviga-
tion. Following the team reward team utility paradigm, the reward
functions for these objectives are formally defined as:

(1) Objective 1 (combat) [8, 13, 31]: 𝑟𝑐 =
∑𝑛
𝑖=1 (𝑟 𝑖𝑎 + 𝑟 𝑖

𝑑𝑒
)

(2) Objective 2 (safety) [13]: 𝑟𝑠 = −∑𝑛
𝑖=1 (𝑟 𝑖ℎ + 𝑟 𝑖

𝑑𝑎
)

(3) Objective 3 (navigation): 𝑟𝑛 =
∑𝑛
𝑖=1 𝑟

𝑖
𝑟
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(a) Off-policy algorithms on single-task MOSMAC scenarios.

(b) On-policy algorithms on single-task MOSMAC scenarios.

Figure 2: The win rates obtained by various MARL algorithms on single-task MOSMAC scenarios.

where 𝑟 𝑖𝑎 and 𝑟 𝑖
𝑑𝑒

are the rewards for damaging and defeating
enemy units by agent 𝑖 , 𝑟 𝑖

ℎ
and 𝑟 𝑖

𝑑𝑎
are the negative rewards for ally

unit 𝑖 when receiving damage and being destroyed, 𝑟 𝑖𝑟 is the reward
for reducing the distance towards the strategic position by agent 𝑖 ,
and 𝑛 is the total number of agents.

MOSMAC offers two sets of objectives 𝐷1 = {𝑐, 𝑛} and 𝐷2 =

{𝑐, 𝑠, 𝑛} for various research requirements and complexity levels,
where 𝑐 , 𝑠 , 𝑛 stands for combat, safety, and navigation objectives.
Given the selected set of objectives 𝐷 , a utility function could be
applied to calculate the team utility. For example, in a tri-objective
setting with linear utility function 𝑢, the team utility at timestep 𝑡
is calculated from team reward through𝑢 (𝑟𝑡 ) =

∑
𝑑∈{𝑐, 𝑠, 𝑛} 𝑤𝑑𝑟𝑡,𝑑 ,

where 𝑤𝑑 is the weight for objective 𝑑 ∈ 𝐷 with
∑
𝑑∈𝐷 𝑤𝑑 = 1,

Besides 𝑟𝑡 , agents receive 𝑟𝑤 as the terminal reward for winning
the game by occupying the strategic position.

MOSMAC provides flexible configuration options for objective
combinations, enabling users to customize environments according
to their specific research requirements. During benchmark devel-
opment, we investigated a configuration designated as 𝐷3 = {𝑠, 𝑛},
which considers the safety and navigation objectives. However,
our experimental analysis demonstrated that this configuration,
lacking the combat objective, produced insufficient reward signals,
significantly impeding effective policy learning. Therefore, this pa-
per primarily examines two objective configurations: 𝐷1 = {𝑐, 𝑛}
and 𝐷2 = {𝑐, 𝑠, 𝑛}, though the 𝐷3 = {𝑠, 𝑛} configuration remains
available for specialized research purposes.

4.2 Sequential Task Allocation
The sequential task allocation in MOSMAC is formulated as an
undirected graph 𝐺 = (𝑉 , 𝐸) with 𝑛 agents traversing a trajectory
defined by vertices {𝑠, 𝑔1, 𝑔2, ..., 𝑔𝑡 }, from the start vertex 𝑠 to the

end vertex 𝑔𝑡 , where 𝑡 represents the number of tasks in an episode,
as illustrated in Figure 1(a). For each task 𝑖 , all agents begin at a
common start vertex and must collectively navigate to the same
target goal vertex 𝑔𝑖 . The goal vertex advances to 𝑔𝑖+1 only when all
agents have successfully reached vertex 𝑔𝑖 . An episode concludes
when all agents arrive at the final vertex 𝑔𝑡 . MOSMAC allows re-
searchers to customize the complexity by adjusting the number
of tasks 𝑡 through strategically selecting target positions. In the
example shown in Figure 1(b), agents must complete a sequence
of 6-8 multi-objective tasks from the initial to the final position.
Since this sequential task allocation framework can be simplified
to a single-task scenario by setting 𝑡 = 1, it effectively generalizes
the single-task scenarios illustrated in Figure 1(a). It is notewor-
thy that comparable problem formulations have been explored
in the multi-agent pathfinding (MAPF) [33] and target assignment
and pathfinding (TAPF) [5] domains, predominantly within grid-
world environments. MOSMAC extends these concepts to present a
higher-dimensional challenge for MAPF and TAPF methodologies
within real-time strategy (RTS) game domains.

5 EVALUATION
5.1 Evaluation Protocol
We compare nine MARL algorithms on the MOSMAC benchmarks
with the EPyMARL framework [25]. The algorithms encompass
both independent learning approaches, including IA2C, IQL, and
IPPO, and centralized training decentralized execution (CTDE) meth-
ods, including MAA2C, COMA, VDN, QMIX, MAPPO, and MAD-
DPG. The low sample efficacy of on-policy algorithms is compen-
sated by increasing the maximum training steps. In single-task
scenarios, on-policy algorithms are trained for 20 million timesteps,
while off-policy algorithms are trained for two million time steps.
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In scenarios with sequential task allocation, the timesteps for on-
policy and off-policy MARL algorithms are 50 million and 10 mil-
lion, respectively. During training, evaluations of 100 episodes are
repeated at constant intervals.

As introduced in Section 3, this study utilizes MARL methods as
single-policy multi-objective multi-agent decision-making solutions
with linear utility functions, learning towards one optimal policy
with a prescribed utility function. The default preferences for all
objectives are 1/𝑛, where𝑛 is the number of objectives considered in
the scenario. We further utilized the outer-loop approach introduced
by Hu et al. [13] to measure MARL methods on MODec-POMDP
with a set of different preferences w to find the Pareto fronts.

5.2 Evaluation Metrics
As a bridge between the MORL and MARL domains, MOSMAC
enables the tracking and comparison of performance metrics from
both fields. Due to page limits, this paper selectively reports four
crucial metrics, two from the MARL domain and two from the
MORL domain. For MARL, we present the averaged win rates [31]
and average episode returns [25], which are widely used to assess
the performance of MARL algorithms. From the MORL perspective,
we focus on the hypervolume and sparsity metrics. In this work, we
adopt the definitions of hypervolume and sparsity as described by
Basaklar et al. [3]. Hypervolume is a widely used metric in multi-
objective optimization that measures the volume of the dominated
space in the objective space. A larger hypervolume indicates that
the MOMARL algorithm has achieved a more desirable Pareto front
approximation. On the other hand, sparsity quantifies the distribu-
tion and diversity of the solutions along the Pareto front. A lower
sparsity value suggests that the algorithm has found a denser set
of solutions, which is preferable as it provides a more comprehen-
sive representation of the possible trade-offs [3]. By considering
both hypervolume and sparsity, we can evaluate the quality and
diversity of the solutions obtained by MOMARL algorithms in a
comprehensive manner.

Hypervolume. The hypervolume measures the (hyper-)volume
of the objective space dominated by the policies in an approximate
coverage set, relative to a given reference point. Specifically, let 𝑃
be a Pareto front approximation in an L-dimension objective space
and contains N solutions. Let r0 ∈ R𝐿 be the reference point. The
hypervolume indicator is defined as:

𝐼𝐻 (𝑃) := Λ(𝐻 (𝑃, 𝑟0)) (1)

where 𝐻 (𝑃, 𝑟0) = {z ∈ R𝐿 | ∃1 ≤ 𝑖 ≤ 𝑁 : r0 ⪯ z ⪯ 𝑃𝑖 } with
𝑃𝑖 being the 𝑖𝑡ℎ solution in 𝑃 and ⪯ is the relation operator of
multi-objective dominance. Λ(.) denotes the Lebesgue measure.

Sparsity. Sparsity quantifies the distance between solutions in
the Pareto front, measuring the distribution of the solutions [3, 12,
13]. A common sparsity measurement is the averaged Euclidean
distance between consecutive solutions in the Pareto front. The
sparsity is mathematically defined as:

𝑆𝑝 (𝑃) :=
1

𝑁 − 1

𝐿∑︁
𝑗=1

𝑁−1∑︁
𝑖=1

(𝑃𝑖 𝑗 − 𝑃 (𝑖+1) 𝑗 )
2 (2)

where 𝑃𝑖 is the 𝑖𝑡ℎ solution in 𝑃 and 𝑃 (𝑖+1) 𝑗 is the value of so-
lution 𝑃𝑖 on the 𝑗𝑡ℎ objective, given the solutions in 𝑃 are sorted
according to the value on the 𝑗𝑡ℎ objective.

6 RESULTS
6.1 Results on Single-task MOSMAC
Figure 2 presents the win rates of various MARL algorithms on
the single-task MOSMAC scenarios. Among all algorithms, QMIX
demonstrates superior performance, achieving the highest results
in three out of four scenarios, while MADDPG and MAA2C exhibit
substantially lower performance across the test scenarios.

IPPO attains the highest win rates for independent learning
approaches in 4t and maintains high win rates in 3t and 8t. However,
it encounters challenges when learning effective policies in the
more complex 12t scenario. IA2C performs comparably to IPPO in
4t but achieves lower win rates in 3t, 8t, and 12t. IQL successfully
reaches 76% win rates in 4t and 63% in 8t but encounters challenges
in discovering optimal policies for 3t and 12t.

VDN and QMIX exhibit more consistent performance patterns
and successfully converge to optimal policies across all tasks. While
VDN demonstrates faster convergence during the initial training
phases in the 8t and 12t scenarios, QMIX ultimately converges to
more effective policies. MAPPO displays promising results in the
early stage of training but experiences significant instability. A
notable finding is that independent on-policy learning algorithms
significantly outperform their centralized counterparts on single-
task MOSMAC scenarios, contrary to observations in many MARL
benchmarks. Table 2 summarizes the final win rates, averaged re-
turns, hypervolume, and sparsity metrics across all MARL algo-
rithms evaluated in this study.

A subsequent study conducts a series of experiments with a
range of preference weights 𝑤 to scrutinize agent behaviors. For
scenarios with two objectives, we implement five different weights
to quantify these effects. As illustrated in Figure 4, it demonstrates
that the weighting of objectives presents a significant influence
on multi-agent behaviors. Notably, QMIX struggles to learn effec-
tive policies under extreme weighting conditions (𝑤 = [0, 1] or
𝑤 = [1, 0]), resulting in substantially reduced win rates. In con-
trast, configurations that assign lower weights to combat objectives
while prioritizing navigation objectives demonstrate superior per-
formance. Figure 3 presents the non-dominated set learned byQMIX
on the 12t scenario. The full results of all algorithms and scenarios
are detailed in the Appendix.

6.2 Results on Multi-task MOSMAC
For multi-task MOSMAC scenarios, we mainly evaluate MARL al-
gorithms on the four scenarios summarized in Table 1. MOSMAC
also provides a set of 4t_vs_0t scenarios using the same map while
no enemies are provided, presenting a reduced level of complexity.
As illustrated in Table 2, multi-task scenarios present substantially
greater challenges than single-task ones.While QMIX demonstrates
the highest win rates on the 4t_vs_4t_large_flat scenario, all algo-
rithms struggle to achieve consistent convergence. Independent
learning algorithms (IQL, IA2C, and IPPO) generally outperform
their centralized on-policy counterparts, though with modest win
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Table 2: A selective set of results on MOSMAC. The full results are reported in the Appendix.

Metrics Tasks Objectives QMIX VDN MADDPG IQL IA2C IPPO COMA MAA2C MAAPO

Win Rates (%)

3t (w=[0.50, 0.50]) c+n 95.00 ± 1.83 90.00 ± 2.74 4.00 ± 2.61 32.00 ± 14.11 66.89 ± 15.15 84.67 ± 2.65 0.00 ± 0.00 0.00 ± 0.00 5.33 ± 0.84
4t (w=[0.50, 0.50]) c+n 96.67 ± 2.11 95.00 ± 2.24 1.00 ± 0.89 76.00 ± 7.54 95.22 ± 1.14 97.11 ± 0.51 0.00 ± 0.00 0.00 ± 0.00 1.33 ± 0.58
8t (w=[0.50, 0.50]) c+n 96.67 ± 1.05 87.50 ± 1.93 1.00 ± 0.89 63.00 ± 7.82 57.67 ± 20.45 90.11 ± 4.16 0.00 ± 0.00 0.00 ± 0.00 10.89 ± 8.11
12t (w=[0.50, 0.50]) c+n 88.33 ± 1.05 82.50 ± 1.11 0.00 ± 0.00 9.00 ± 4.98 4.56 ± 3.58 22.44 ± 12.65 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
12t (w=[0.33, 0.33, 0.33]) c+s+n 11.67 ± 2.36 88.18 ± 7.63 0.00 ± 0.00 0.00 ± 0.00 83.33 ± 2.35 73.30 ± 6.23 0.00 ± 0.00 98.00 ± 2.44 64.00 ± 14.96
4t_vs_4t_large_flat (w=[0.50, 0.50]) c+n 5.06 ± 3.11 0.00 ± 0.00 0.00 ± 0.00 0.09 ± 0.48 0.00 ± 0.00 0.20 ± 0.45 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
4t_vs_4t_large_complex (w=[0.50,0.50]) c+n 0.71 ± 0.72 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.12 ± 0.36 1.38 ± 1.8 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Averaged
Return

3t (w=[0.50, 0.50]) c+n 17.63 ± 2.64 16.92 ± 2.70 7.74 ± 1.88 13.14 ± 5.66 6.22 ± 3.06 16.53 ± 3.63 4.43 ± 0.82 6.03 ± 7.56 9.65 ± 3.58
4t (w=[0.50, 0.50]) c+n 17.89 ± 1.78 16.92 ± 3.18 10.35 ± 0.97 15.95 ± 4.12 17.5 ± 3.19 17.87 ± 2.76 6.29 ± 0.43 −0.75 ± 2.30 10.15 ± 1.62
8t (w=[0.50, 0.50]) c+n 17.80 ± 1.42 15.19 ± 4.20 2.17 ± 2.16 13.45 ± 4.43 7.57 ± 1.37 18.38 ± 0.82 6.09 ± 1.53 4.86 ± 1.58 4.55 ± 1.77
12t (w=[0.50, 0.50]) c+n 17.34 ± 3.43 17.68 ± 3.10 4.22 ± 1.69 8.50 ± 4.79 9.18 ± 2.39 18.75 ± 0.20 4.42 ± 1.90 2.58 ± 1.76 2.27 ± 1.61
12t (w=[0.33, 0.33, 0.33]) c+s+n 7.76 ± 3.41 11.17 ± 1.21 −5.07 ± 1.16 1.64 ± 4.27 10.21 ± 3.74 9.97 ± 2.53 −4.36 ± 0.98 11.83 ± 0.99 10.31 ± 3.13
4t_vs_4t_large_flat (w=[0.50, 0.50]) c+n 11.57 ± 3.29 1.51 ± 0.19 0.12 ± 0.7 2.01 ± 0.72 2.04 ± 0.65 7.54 ± 1.52 0.02 ± 0.02 4.93 ± 2.15 2.86 ± 0.29
4t_vs_4t_large_complex (w=[0.50,0.50]) c+n 7.37 ± 3.44 3.81 ± 1.64 0.3 ± 0.34 4.35 ± 2.24 5.23 ± 1.76 3.42 ± 0.89 −0.33 ± 0.05 6.02 ± 1.45 2.74 ± 0.24

Hypervolume

3t (w=[0.50, 0.50]) c+n 18, 409.26 18, 125.61 17, 332.79 18, 446.17 16, 444.21 18, 776.63 9, 194.87 18, 104.58 18, 792.30
4t (w=[0.50, 0.50]) c+n 18, 756.31 18, 674.22 17, 291.14 18, 359.50 18, 972.67 19, 436.72 11, 005.12 10, 734.11 18, 484.34
8t (w=[0.50, 0.50]) c+n 18, 519.78 18, 087.00 7, 246.15 17, 230.55 16, 527.83 19, 135.13 9, 827.89 8, 768.54 10, 150.63
12t (w=[0.50, 0.50]) c+n 19, 788.61 18, 877.8 6, 591.96 13, 418.29 13, 829.05 19, 044.12 6, 940.52 8, 572.38 9, 390.90
12t (w ∈ {𝑤1,𝑤2,𝑤3,𝑤4,𝑤5}) (outer-loop) c+n 19, 801.25 18, 904.51 6, 591.96 14, 998.18 17, 891.24 19, 049.39 6, 940.52 8, 779.10 18, 415.90
12t (w=[0.33, 0.33, 0.33]) c+s+n 191, 806.79 180, 734.94 0.00 17, 338.72 258, 853.93 278, 112.12 2, 489.88 492, 452.50 235, 512.51
4t_vs_4t_large_flat (w=[0.50, 0.50]) c+n 21, 959.12 7, 834.61 1, 365.84 8, 779.70 8, 910.24 10, 752.85 506.64 9, 212.61 772.26
4t_vs_4t_large_complex (w=[0.50,0.50]) c+n 11, 954.10 455.50 0.00 2, 283.81 11, 694.20 12, 030.21 0.00 7, 750.67 658.03

Sparsity

3t (w=[0.50, 0.50]) c+n 143.58 0.54 0.29 1.06 1.37 0.14 0.23 0.91 N.A.
4t (w=[0.50, 0.50]) c+n N.A. 127.33 0.35 138.10 N.A. 0.21 0.51 0.31 2.59
8t (w=[0.50, 0.50]) c+n 1.53 0.37 0.58 0.50 0.47 0.53 0.28 0.59 1.71
12t (w=[0.50, 0.50]) c+n 0.04 N.A. 0.43 0.23 1.63 0.25 0.20 0.23 0.18
12t (w ∈ {𝑤1,𝑤2,𝑤3,𝑤4,𝑤5}) (outer-loop) c+n 0.12 159.5 0.43 0.19 0.32 0.08 0.20 0.31 0.07
12t (w=[0.33, 0.33, 0.33]) c+s+n 0.67 1.82 9.47 3.65 1.92 0.68 4.15 0.24 0.39
4t_vs_4t_large_flat (w=[0.50, 0.50]) c+n 1.03 2.03 1.21 2.70 0.26 N.A. 29.00 0.33 0.19
4t_vs_4t_large_complex (w=[0.50,0.50]) c+n 3.91 2.52 N.A. N.A. 34.49 0.23 N.A. 0.19 0.47

Figure 3: The approximated Pareto front (PF) of QMIX on the 12t scenario. Each PF is generated through the outer-loop approach
over five sets of weights. Non-dominated solutions demonstrate a progressive convergence over training.

rates. Notably, independent algorithms also surpass VDN, which
had performed comparably to QMIX in single-task scenarios.

On the 4t_vs_4t_large_flat scenario, IPPO achieves the second-
highest average return after QMIX, significantly outperforming
other methods. From a multi-objective optimization perspective,
IPPO, IA2C, and IQL generate comparable Pareto front approxima-
tions as measured by hypervolume, slightly outperforming VDN.
The introduction of complex terrain features reduces performance
disparities between algorithms while increasing overall difficulty. In
this more challenging environment, IPPO achieves both higher win
rates and hypervolume compared to QMIX. Notably, IQL exhibits
lower hypervolume values relative to on-policy methods.

Despite the cooperative nature of the tasks, where all agents
must reach the strategic position within a limited temporal horizon,
CTDE algorithms do not demonstrate the expected superiority
over independent learning approaches. This finding contradicts
conventional expectations in cooperative MARL, where centralized
training typically provides advantages through shared information.

Particularly notable is the superior performance of independent
on-policy algorithms in these complex multi-objective scenarios.

The exceptional difficulty of achieving optimal policies in long-
horizon MOSMAC tasks, even when facing limited opposition (max-
imum four enemy units), reveals fundamental challenges in long-
horizon MOMARL. We attribute this primarily to imbalanced ex-
perience across objectives. In single-task scenarios or enemy-free
multi-task scenarios (e.g., 4t_vs_0t), agents encounter balanced ob-
jective distributions: either simultaneous combat and navigation
signals throughout episodes or exclusively navigation signals. This
balance facilitates more effective learning. Conversely, in scenarios
like 4t_vs_4t or 4t_vs_12t, agents initially receive predominantly
navigation-related signals, with combat-related signals appearing
only later and in smaller proportions. This temporal imbalance
in objective-related experiences significantly complicates end-to-
end learning for MOMARL algorithms. To further investigate this
phenomenon, we conducted additional experiments with varying

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

873



Figure 4: Results of QMIX with 5 sets of weights over two ob-
jectives, combat and navigation, on the 12t scenario. Metrics
are the average win rates, returns, destroyed enemies and
episode lengths. Alpha is the weight for the combat objective.

Figure 5: The results of the 4t_vs_0t_large_flat scenario in
multi-task MOSMAC with various numbers of subtasks.

horizons and subtasks. As illustrated in Figure 5, the results demon-
strate that task difficulty increases progressively with the number
of sequential subtasks, highlighting the fundamental challenge of
temporal credit assignment in long-horizon MOMARL.

7 ANALYSIS
As a follow-up analysis to the discussion of the effectiveness of
independent learning in Papoudakis et al. [25], results in this work
reveal that independent learning (IL) algorithms, including IPPO
and IA2C, can be more effective than CTDE counterparts, MAA2C
and MAPPO, on short-horizon MOSMAC benchmark where each
episode provides a randomized multi-objective task. Though cen-
tralized learning approaches could avoid the non-stationary issue
of IL, it shows that using centralized information during training
comes with an expensive cost. That is, as the number of agents in-
creases, learning joint-actions of all agents in on-policy algorithms
becomes increasingly difficult. Therefore, training homogeneous
agents independently in challenging problems where the roles of
agents are interchangeable could be a more efficient approach.

Results also demonstrate the considerable challenge of training
MARL algorithms on long-horizonMOSMAC tasks. In long-horizon
tasks with explicit subtask completion signals, agents are trained to
sequentially complete subtasks, gradually progressing towards the
overall task completion. As agents learn each subtask, they adapt
their policies to address subsequent challenges, which typically
require additional training steps. While one might hypothesize that
the training cost for long-horizon tasks would scale linearly with
the number of subtasks, our experimental results suggest a non-
linear relationship between the training cost of long-horizon tasks
and the cumulative cost of their component subtasks. The learning
process in multi-task MOSMAC can be conceptualized as training
on an expanding set of tasks with progressively increasing com-
plexity. Initially, agents learn to complete scenarios with a single
subtask, but the difficulty increases substantially as they encounter
scenarios with multiple sequential subtasks once they master the
initial subtasks. Furthermore, the sequential nature of these tasks
introduces a critical vulnerability: failure at any single subtask can
propagate through the sequence, resulting in overall task failure.
This cascading failure dynamic adds considerable complexity to
the learning process. These observations highlight the importance
of developing methods that efficiently learn robust, generalizable
policies capable of adapting across the diverse scenarios presented
in MOSMAC tasks.

8 CONCLUSION
This paper introduces MOSMAC, a novel MARL benchmark fea-
turing multiple objectives, sequential subtask assignments, and
varying temporal horizons. MOSMAC bridges the gap between
single-objective and multi-objective MARL through a utility-based
MODec-POMDP formulation, enabling systematic evaluation of
MARL algorithms on multi-objective tasks. Through a compre-
hensive evaluation of nine state-of-the-art MARL algorithms, we
demonstrate that MOSMAC presents substantial challenges to ex-
isting methods. Notably, we found that independent learning ap-
proaches outperform centralized training methods when dealing
with multi-objective tasks involving homogeneous agents. The in-
sights gained from this work suggest several promising directions
for future research. MOSMAC’s multi-task framework provides
opportunities to evaluate advanced methodologies, particularly
in multi-agent exploration and subgoal-based MARL approaches.
However, to fully realize the potential of MARL in scaled-up scenar-
ios, future work should focus on developing systematic approaches
for multi-task scenario generation and establishing standardized
evaluation protocols. Such advancements would facilitate more
comprehensive assessment of MARL algorithms across diverse,
complex environments.
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